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EVALUATION AND ACCOUNTABILITY 
Dr Nick Taylor, JET 

 
Over the past four years The Joint Education Trust (JET) has disbursed a total of R56,8 million to 
98 NGO programmes working in the field of Teacher Development and Support. Our projections 
are that in the next three years the Trust will spend an equivalent sum in this sector. 
 
Information on the activities of NGOs is difficult to collect systematically, but our best estimates 
indicate that JET supports 70% of programmes working in the teacher development sector, and 
provides one third of all funding to these NGOs. We calculate that JET grantees directly reach 
almost 38 000 teachers, which is over 10% of the total teaching force. 
 
Operations of this magnitude require some form of evaluation and we would be neglecting our 
obligations to our donors, the NGO grantees, the teachers involved in these programmes, the 
broader educational community, and the general public if we made no attempt to ascertain the 
effects of this activity and to subject the processes and results of our evaluations to public debate. 
Today's conference is the first step in this direction. 
 
Evaluation is essentially about accountability. Three closely related issues are involved in using 
evaluation as a tool for accountability:  
• donor accountability - ensuring that donors are informed about the effects of their donations. 
• scientific accountability - basing evaluations on the accepted canons of science. 
• systemic accountability - using the results to improve the effectiveness of programmes evaluated 
and relevant parts of the education system.  
 
These three issues involve questions of public interest which include, but also go way beyond the 
concerns of individual NGOs and their beneficiaries. It is appropriate, therefore, that in his 
contribution to today's conference Peter Weingart discusses the current trend, in many countries and 
in all areas of knowledge production, towards external accountability.  
 
Donor Accountability 
 
On the more specific question of donor accountability it is worth reflecting on the sources of JET's 
funds, and the purposes these donations are intended to serve. At present all finances of the Trust 
derive from the business partners of JET: 18 of South Africa's largest private sector companies. 
There is a perception in some quarters that, since this money comes largely from pre-tax profits, it 
does not cost the company or its shareholders anything. This perception is incorrect. Only one half 
of these donations, if the Receiver of Revenue is generous, would have been paid in tax. The rest 
comes directly out of the pockets of the shareholders. Why would they want to do this? Partly for 
marketing purposes, to generate public goodwill towards their companies. And partly as an 
investment in human resource development: to improve the skills base of the country, and hence the 
profitability of business. The overriding evaluation questions for these donors are: is this investment 
generating quality returns in terms of improved teacher skills? Should business continue to donate 
to teacher development? 
 
What about that half of these donations that would have been paid in tax? In the final analysis this 
money comes, albeit indirectly, out of the pockets of all citizens who pay taxes. In this regard it is 
 



sobering to consider that for every R2 000 granted in tax concessions, the government can afford to keep 
one less child at school. For these donors the questions which evaluations must answer are essentially 
about trade-offs: is it in the public interest to facilitate donations to NGOs rather than to use the money to 
strengthen the public sector? Such questions, in turn, are also ultimately concerned with the quality of 
services provided by NGOs, and whether NGOs deliver such services more effectively than the state. 
 
Scientific Accountability 
 
What is educational quality? How is it measured? These questions take us into the technical nitty gritty of 
evaluations and the terrain of scientific accountability. 
 
Within JET, research into these questions is directed from our Evaluation Division under the leadership of 
Penny Vinjevold. Over the last three years JET has commissioned 53 programme evaluations in the five 
sectors in which JET works. 11 of these have been in the Teacher Development sector. She is also busy 
directing surveys of each of our sectors. The first of these was a look at the contribution of NGOs to 
teacher education, as part of the National Audit of Teacher Education commissioned by the National 
Department of Education. 
 
As part of that survey, we undertook an analysis of recent evaluations of NGO teacher development 
programmes. (See Appendix 1 and la). This study unearthed 54 evaluations covering 33 INSET 
programmes. 
 
In the first instance, our analysis of these evaluations revealed much about the present state of evaluation 
practice in South Africa. All the studies, without exception, produced fascinating and useful insights into 
teaching and learning practices, conditions in schools and the valuable work undertaken by NGOs. 
However, in the majority of cases, the methods employed in the studies lie below the quality threshold 
required to inspire confidence in the validity of their principal findings.  
 
For example, a number of evaluators concluded, on the strength of single class visits to a small number of 
project teachers, that the practices of these teachers had improved and that this improvement was due to the 
project intervention. Without careful comparison and control such conclusions are totally invalid. In his 
paper Johan Louw focuses on issues of method and, in particular, on the kinds of principles and procedures 
which need to be followed in order to ensure the validity of evaluation findings. 
 
Our own survey, mentioned above, identifies the qualitative/ quantitative stand-off, which divides the field 
of evaluators into two distinct and bitterly opposed camps, as the single largest contributor to the present 
paralysis in the field. It is interesting to note that in his paper Peter Weingart characterises this stand-off as 
being of a largely ideological nature. Our own conclusion is that the whole spectrum of quantitative and 
qualitative methods needs to be used where appropriate, and that the nature of the information required 
should be the determining factor in choosing evaluation tools rather than some pre-determined political 
position. 
 
This is not to ignore the fact that deep epistemological reefs lurk beneath all attempts to cross paradigm 
boundaries. These problems include differences about the nature of what it is that the evaluator is 
observing, how it should be observed, and how our observations should best be represented. In their 
respective presentations, Jonathan Jansen and Johan Muller look at some of these issues. 
 
Systemic Accountability 
 
It is often said that NGOs are best at piloting innovation. Opinion differs as to whether successful models 
should then be taken to scale by government, NGOs, or some combination of the two. Whichever way this 
argument is decided, the first step is to demonstrate success. It is all very well for NGOs to be highly 
independent in their operations, but all educational activities contribute to a single system, and the very 
lives of NGOs depend on their demonstrating their positive contribution to this system. Evaluation is a 
useful tool in 
 



measuring the nature and extent of this contribution. It is in this sense that evaluations ensure systemic 
accountability. Our survey of recent evaluations conducted in the INSET sector also told us much about 
the systems, practices and effects of the NGO programmes under evaluation. There is an enormous 
amount that can be said here, but I will highlight only one thread of this rich body of information and 
insight: the effects of INSET programmes on teaching and learning. 
 
Here is what one of the evaluators has to say on this issue: 
 
"The struggle to introduce an alternative and more enlightened methodology has been won. The next 
target is becoming clear: to re-introduce and reinforce awareness of the need for more cognitive effort to 
be routinely required of pupils. It is not nearly enough for teachers to merely 'interact' with pupils, 
without reference to the quality of the work being demanded from the pupils." 
(Peacock, 1995, 2, See Appendix 1)  
 
"most of the children most of the time do nothing... and certainly nothing as cognitively demanding as 
individual reading and writing." 
(ibid., 13)  
 
This example is important for at least two reasons. The first is obvious: the teaching/ learning situation 
lies at the heart of the educational enterprise, and improving its quality is the goal of most INSET 
interventions. And Peacock's observations, widely echoed in our survey, tell us that most programmes 
only get halfway there. They change the forms of classroom behaviour but usually do not improve its 
outcomes in terms of pupils' knowledge, skills and attitudes. 
 
At least part of the problem lies in the fact that teaching methods are seen as the end point of INSET 
programmes: the goal is to move from teacher centred methods, delivered predominantly through the 
medium of lectures, to child centred, problem-oriented methods in which the pupils must be seen to be 
sitting in groups and talking amongst themselves. The result  is children sitting in groups and talking, but, 
by and large, not learning to read, write and calculate with any greater proficiency. There is a second and 
perhaps even more important reason why focusing on intermediate states, such as teaching forms, rather 
than learning outcomes is a problem. We live in an age of uncertainty in which we have lost confidence in 
the goals and contents of education. We feel fairly certain that we need citizens who are creative, flexible, 
innovative, self-confident and tolerant, but we are not sure about how to get there. Under these 
circumstances, the inflexible insistence on following particular processes - such as always having to work 
in groups - is a new kind of tyranny that once again robs teachers and pupils of any possibility of 
innovative spark and adaptation to changing conditions.  
 
Case Studies 
 
So far my introduction has been concerned with the big, and at times, rather abstract issues. To keep our 
noses to the practical task, our afternoon session is devoted to a case study. Here Jennifer Bisgard, Noleen 
Barry and Penny Vinjevold reflect the perspectives of evaluator, programme director and funder. This is 
where the big questions and the technical issues intersect in an actual evaluation. 
 
Conclusion 
 
Evaluation in South Africa is in an early stage of development. It was not possible before April 1994 to 
get past the ideological heat in order to address the real issues. But I believe that we will go a long way in 
a short time now that the apartheid fence has come down. I hope that today's conference will be 
remembered as a significant landmark in this debate, and I wish you all well in your deliberations. 
 



ACADEMIC RESEARCH, INTERNAL VALIDITY AND PROGRAMME EVALUATION 
 

Professor Johann Louw, University of Cape Town 
 

Social programmes are, by their conception, design and implementation, directed at alleviating social 
problems: reducing juvenile delinquency, increasing knowledge of sexually-transmitted diseases; 
providing inservice training to teachers; preventing drug and alcohol abuse among teenagers; etc. It 
therefore is difficult to avoid the conclusion that social programmes follow an intrinsic cause-and-
effect logic: "IF we enrich the teaching practices of school teachers by providing an in-service 
training programme, THEN the educational performance of school children taught by them will 
improve". In other words, without the programme, the social problems at least will continue, or may 
worsen; with the intervention, the situation will be improved in definable ways. Once this is 
recognised, it follows that the evaluation of such programmes has to include an evaluation of 
outcomes as well. 
 
The specific question put to me was: Can one derive validity criteria for programme evaluation from 
academic research? 
 
There are five elements required to structure a coherent answer to this question: we need to discuss 
programme research, programme outcomes, causality, research design, and programme theory. 
Hopefully, this also will illuminate the overall conference themes.  
 
Programme research 
 
In the turbulent world of everyday programme evaluations, with its emphasis on practical utility and 
timely information, the term "academic research" is often used in a somewhat derogatory way, which 
suggests that it is not responsive to these demands. Cordray and Lipsey (1986) have made a useful 
distinction in this regard, between programme research (or "academic research") and programme 
evaluation: "The former establishes the presence of merit within an intervention, action, or entity; the 
latter illuminates the mechanisms and causes of the features judged meritorious" (p. 22). Programme 
evaluation for these authors represents essentially a service-oriented mode of inquiry, revolving 
around the practical information needs of evaluation clients and their need for a credible judgement of 
a programme's value. In the short term, programme research has no pretensions to be responsive and 
useful to stakeholders. Instead it focuses on questions of how programmes actually work, on 
establishing the effects of programmes on a range of dependent variables, on the generality of those 
relationships, etc. The utility of programme research therefore is in attempts, in the longer term, to 
develop valid, generalisable knowledge about interventions, going beyond the immediacy of 
programme evaluation. Programme research therefore is appropriate in its own way to the study of 
social programmes. For many, the purpose of an evaluation is "to improve the programme" (formative 
evaluation). But a programme can also be improved in the long term, through an improved 
understanding of the nature of the social problem it addresses, how it is implemented, how the 
programme processes are supposed to bring about change, etc. The paper now turns to how 
programme research contributes to this. 
 
Programme effects 
 
Programme outcomes ought to be a concern in evaluation. Taylor (1995), for example, asserted the 
need "to establish whether or not a particular project works and, if so, to disentangle the various 
factors which contribute to making it effective" (p. 3). In this 
 



regard it is useful to distinguish between immediate or short term effects (which we could call 
outcomes), and long term or ultimate effects (call them impacts). In designing research to determine 
outcome or impact, confusing the two might lead to prematurely positive or negative findings of the 
programme's effectiveness. For example: an evaluation of a teacher training programme may find 
that it resulted in more group-based activities in the classroom, and that positive changes in the 
attitudes of pupils occurred. This might be what the programme intends to accomplish, but the 
evaluators and programme staff should be aware that these would be intermediate or proximal 
effects: in the long run, the programme is aimed at improving pupil learning. Whether the 
programme accomplishes this would remain an open question at this point of the evaluation. 
 
Causality and research design 
 
When we speak of outcomes, intermediate or ultimate, we imply cause-and-effect relationships, and 
we need to design studies which will be able to detect such relationships with a certain amount of 
confidence. In research design terms, randomized experimental designs, and quasi-experimental 
designs, exist to facilitate causal inference (Cook and Campbell, 1979). Although it is impossible to 
treat the philosophical and methodological concerns involving causality in this brief paper, one 
comment has to be made: in experiments and quasi-experiments we are dealing with causal 
inferences, and not matters of fact. This kind of research constructs an argument, using logic, 
methodology and empirical data, that the intervention caused the observed changes. This is achieved 
via comparisons, across time or across persons: in the latter, for example, the treatment or 
programme (the independent variable) is given to one group of individuals, and witheld from 
another. The performance of the two groups is then compared in terms of the variable of concern - 
the dependent variable (see Lipsey,1993). 
 
Experiments and quasi-experiments are designed to promote internal validity, the validity of our 
inference that the relationship established between the variables of interest is a causal one. These 
designs attempt to rule out alternative interpretations of the observed effects, by exercising control 
over aspects of the study: keeping out extraneous forces; determining who receives a particular 
treatment at a particular time; and eliminating threats to internal validity (see Cook & Campbell, 
1979). To put it differently: experimental and quasi-experimental designs are powerful methods of 
controlling for variance. That is, they attempt to maximise some sources of variance, and minimise 
others. Internal validity then is about minimising sources of unwanted variation. 
 
The threats to internal validity, and how to counteract them via research design, are familiar to most 
- Cook and Campbell's (1979) book contains a long list. In the rest of the paper, I would like to 
focus on three groups of factors to consider in designing an outcome study, relevant to the 
educational context of the JET conference. These relate to the respondents (subjects) in the study, 
the treatment itself, and measurement. 
 
Subject heterogeneity 
 
The number of people/ data points taken from the population is acknowledged as a major 
consideration in the design of a study: larger samples, randomly selected, represent the population 
better. But another factor to take into account is how widely individuals differ on a variable of 
interest in a population. Pupils in Grade 4 are different from pupils in Grade 8; teachers in rural 
schools differ from teachers in urban schools. Educational programmes acknowledge this: they 
seldom are designed for all school children, but rather for children in a specific grade; or for  
teachers with a specific educational profile. 
 
The heterogeneity of subjects on the dependent variable introduces a problem for the researcher, 
since it makes it more difficult to detect a difference between those who have been exposed to the 
programme and those who have not. Heterogeneity in terms of variables like age, school grades, 
gender, socio-economic status, etc. spreads the dependent variable scores out more, and makes the 
experiment less sensitive. Fortunately, there are sampling techniques available which are of 
assistance. For example, the sample could be stratified into 
 



different levels of age, grades, etc. Within each stratum the subjects then are more alike, but the study 
still includes a range of subjects. This increases the sensitivity of the study to detect an effect, and 
addresses the extent to which the results could be generalised. 
 
Treatment 
 
Variability in treatment and control conditions in experimental and quasi-experimental designs 
introduces experimental error. When the experimental procedure itself produces unwanted variablity, 
the validity of the study is compromised - because we are looking for variability as a result of the 
treatment. 
 
In programme evaluation, Yeaton and Sechrest (1981) have referred to this as the integrity of 
treatment. That is, the degree to which the programme is delivered in a uniform manner to the 
appropriate recipients at the right time. Programmes are complex entities, containing many elements. 
As a result, as Lipsey (1993) points out, delivering the programme in a standardised, uniform manner 
to all recipients is often not possible in the field. The best safeguard then is to actually measure or 
determine the treatment received by subjects in the various conditions. Taylor (1995) implicitly 
supports this position, by arguing that quantitative outcome studies need to include a description of 
what happened in the classroom, to fill the gap between the programme-as-intended and the improved 
knowledge of pupils. One needs to know how the programme was delivered in reality, to be able to 
link its outcomes with "what happened in the classroom". 
 
A further consideration from Yeaton and Sechrest's (1981) paper is the strength of the treatment. It 
stands to reason that stronger treatments should produce larger effects. The difficulty of course is what 
is a strong treatment in delivering a curriculum? It would appear that in-service teacher training 
programmes are based on the assumption that they increase the strength o f curriculum by increasing 
the expertise or skills of the teachers. This is a reasonable assumption, but we can extend our 
consideration of strength of treatment to ask about the strength of teacher training itself as an 
intervention for a specific educational situation. Given the problems identified in the schools targeted 
by the NGOs as reviewed by Taylor (1995), one might ask: Is in-service teacher training a strong 
treatment for those problems? 
 
Measurement 
 
Any measuring instrument must have validity - it must measure the characteristic of interest and not 
something else. Lipsey (1993) has added that it must also have validity for change, it must be sensitive 
to the changes induced by treatment. One kind of measurement typically is not sensitive to change: 
psychometric measures of things like aptitude, personality, and IQ, are developed to assess the extent 
to which each individual has a certain characteristic. They are therefore inappropriate for testing 
whether pupils have mastered something. Edumetric measures are designed primarily to detect cha nge; 
e.g. a test of mathematics. It is this kind of measure which typically will give an educational 
programme maximum opportunity to show its effectiveness. 
 
A second standard requirement of measuring instruments is that they must be reliable; that they must 
not show random error in repeated measurement of the same quantity. Unreliable measures have more 
variability, and variability of this kind reduces the ability of the experiment to detect differences. 
Taylor (1995) identified four categories of data used in the evaluation studies he reviewed: self-report 
data, via questionnaires and interviews; project documents; classroom observations; and instruments 
for assessing cognitive skills. The reliability of these instruments is often compromised by well-known 
potential weaknesses. Questionnaires are influenced by fluctuations in attention, motivation, 
comprehension, etc.; observers doing behavioural observations in a classroom may see different 
things, or use different standards; record keeping systems may la ck quality control, or may be 
incomplete or inconsistent in what they report. In all of these examples the measuring instrument 
introduces unwanted variability, which reduces the chances of finding significant effects. 
One of the most straightforward ways to overcome these measurement difficulties is to avoid mono-
method bias. Each construct or 
 



variable must be measured in more than just one way. If the variable of interest is, for example, 
aggressive behaviour in class, it is possible to ask teachers to rate children in terms of aggressiveness, 
to conduct observations in the classroom, and to administer paper and pencil tests attempting to 
measure the same construct. 
 
Programme theory 
 
Many readers by now would have said: That is all fine and true, but in the real world of educational 
programme evaluation the treatments are complex, the human beings to whom they are delivered are 
even more complex, and it is impossible to control field conditions. Thus it is almost always very 
difficult to attain the levels of control required of experiments. 
 
It is in this regard that the emphasis of evaluation research on programme theory becomes important. 
In the so-called black box evaluations, the evaluator is concerned simply with the relationship 
between input and output, and not with how the input led to the outcome. Programme theory is 
concerned with the causal chain of what happened in the black box; with specifying how the 
programme worked. Some change processes must have taken place which link the treatment of the 
programme with the desired outcomes. These transformational relations between treatment and 
outcomes, and the contextual factors within which they occur, are of interest to programme theory. 
 
The argument here is that a causal theory of how the programme works is of practical importance, 
but in the longer term. In a nutshell, this is an argument for why academic research (or programme 
research), is of use in programme evaluation. If we understand and are able to specify how a 
particular intervention works, we are in a much stronger position to improve the programme itself, as 
well as to improve the design of an outcome study. Programme theory gives guidance to the 
evaluator in a number of ways. For example: it contributes to specifying relevant populations for the 
treatment and samples for the evaluation; it assists in identifying variables likely to be important, and 
ways in which to measure them; it distinguishes between intermediate and ultimate effects; it focuses 
attention on treatment strength and integrity; it allows stakeholders to understand why and how a 
treatment will or will not work; it provides insight into the social problems targeted, and the 
appropriateness of the programme; and much more.  
 
Conclusion 
 
Programme research, and its value in a case like teacher training, applies both to the "front" end and 
the "back" end of the evaluation process. 
 
At the front end, it takes us back to a set of important questions about the nature of the educational 
situations for which the teachers were being trained. In addition, it re-directs attention to what the 
skills are that the teachers bring to the training in the first place. What then are the skills they need to 
refine/ develop from the training? How does one move them from skill point A to skill point B? In 
the long run, knowledge of this sort speaks to how to design effective programmes, select appropriate 
trainees, etc., and not simply directly to evaluation. 
 
At the "back" end of the evaluation, the question is how to go beyond piecemeal results from 
individual, project-specific evaluations to some broader knowledge base about what we know 
generally about a type of programme/ intervention. This was one of the major considerations for JET 
calling this conference on programme evaluation. There is more than one way to address this 
question, but in terms of the argument developed in this paper, it is easy to point out how "theory" 
can act as a vehicle for accumulating knowledge from individual evaluations. This means attempting 
to build some model of the change process represented in an effective programme, including the 
input factors, the outcome effectiveness issues, and contextual factors. This demonstrates how a 
theory-based approach can improve programme evaluation as well as programme design. As such, it 
does much more than address the immediate concerns of programme stakeholders. However, project 
personnel, programme sponsors, and society, are well served by good, knowledge-based programme 
design. 
 



In conclusion, the main points of the paper can be summarized as follows: 
 
• programmes have effects, and these should be taken seriously; 
 
• research designs are available to enable inferences about causal :relationships between treatment and 
outcomes; 
 
• these designs provide internal validity control, increasing confidence in the inferences made;  
 
• programme theory strengthens research design; and 
 
• theoretically informed and well designed studies contribute to our knowledge of programmes, and 
improve programmes in the long run. 
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WALKING THE LINE: JUDGEMENTS OF VERIDICALITY AND FAIRNESS IN TEACHER 
EDUCATION EVALUATIONS 

 
Professor Johan Muller, University of Cape Town 

 
"The judge must render a just sentence: the historian must provide a truthful account." 

Davidson, 1995: 307  
 
"Politicians and intellectuals  are as useful as they are dangerous. More precisely: they are dangerous 
as a result of the same autonomy that conditions their utility. Nothing special. But surely 'something 
different"'. 

Pels, 1995: 98 
 
There are two major classes of judgements that are brought to bear in programme evaluations. The 
first is the class of veridical judgements, judgements of truth or veracity. The second is the class of 
judgements that encompasses justice and fairness. Every evaluation will have components of each 
class of judgement, although their 'mix' will differ from one evaluation to another. 1 

 
Veridical judgements are based on demonstrable evidence. The rules for gathering the evidence as 
well as the rules of inference that string the evidence into an informative narrative, are the rules of 
the scholarly or epistemic community. We commonly call this cluster of judgements 'methodology', 
although that is an oddly unsubstantial word for the cluster of competencies that is the toolkit of the 
evaluator. Let us say that the duly inducted and duly licensed adept of veridical judgements is the 
scholar. The scholar's accountability, is first and foremost to her scholarly community and to their 
rules. Her licence depends on a trustworthy exercise of those rules, and anyone hiring the scholar 
must be able to trust that these rules will be adequately applied. Johann Louw's paper in this 
collection has taken us in exemplary fashion into the heart of the world of validity of the scholar. It is 
a terrifyingly rigorous world but it is that rigour which permits our confidence in the entailments of 
the evidence.  
 
The second is the class of judgements that encompasses justice and fairness. The adept of this class 
of judgements is the adjudicator. If the scholar must provide a truthful judgement, the adjudicator 
must provide a just, fair, moral and politically acceptable judgement. One of the big differences 
between the adjudicator's and the scholar's judgement is that, whereas the scholar looks primarily to 
her scientific community, the adjudicator is accountable to a range of constituencies and 
stakeholders, upon whose judgement of fair treatment the success of an evaluation rests. Every 
evaluation is thus composed of a set of veridical judgements which assesses, in terms of the 
evaluation brief, what is the case: and a set of judicious judgements that establishes what is fair and 
just. The truth game traffics in knowledge; the justice game traffics in power, or the distribution and 
allocation of privilege (accountability is the recognition of apt privilege). The former leans towards 
the academy; the latter leans towards politics. 
 
We may say, then, that one measure of the adequacy of any evaluation is the degree to which the two 
regulative ideals (truth and justice), and the two classes of judgement, are represented, combined or 
connected in the evaluation. If we accept that, then the big question is how? 
 
 
 
1 A good deal of the argument in this paper was thrashed out with Johann Mouton at Lamberts Bay. 



It will not often be the case, even though it is not in principle impossible, that the competencies of the 
scholar and those of the adjudicator are adequately represented in one person. Why might that be? First, 
there are different cognitive interests at stake here, the one pursuing truth (what its the case?) the other 
pursuing justice (is it fair?). Mastering the skill of good judgement takes time, training and practice, and 
it will be difficult to change hats or discourses in a perfectly accomplished way. Also, whereas the 
scholar faces the epistemic community only, the adjudicator faces the stakeholders, whose interests and 
conceptions will frequently differ 2. Moving smoothly from the epistemic community to the stakeholders 
and back again, repeatedly, will take some doing. It is not impossible, but it will The rare. Of course, the 
exceptions prove the rule. Scholar politicians like Jan Smuts and Lenin come to mind here. Most often, 
of course, the evaluation contracting agency has either a truth or a justice-centred view of evaluation 
anyway, and then it is far easier to locate a seemingly appropriate person that will match that often tacit 
view. I will return to the problem with such strategies in a moment.  
 
At the forerunner to this conference (JET Workshop, Sept. 1995) two evaluations were presented. Both 
were good. evaluations, but they were good in different ways. The first produced an exceedingly 
impressive set of evidence which showed quite clearly what the project being evaluated had been doing 
and with what effect. The second produced highly plausible, but intuitive, judgements that went well 
beyond the evidence, yet seemed right, and were illuminating. We didn't use these terms then, but in 
retrospect we could certainly say that the first evaluator leaned towards scholarship, the second relatively 
towards justice. 
 
Let us agree for the moment then that it is desirable to have some or other mix of good judgements in an 
evaluation. How might an evaluation contractor go about ensuring this? It seems to me that there are four 
options logically available: 
 
1.  The first one would be to select a demonstrably competent scholar to provide evidence, and leave the 

judicious judgements to the funders or their Board. There are three difficulties here: first, it leaves 
rather too much initial shaping power to the scholar; more importantly, funder Boards may have 
impressive constituency representatives on them, but this does not necessarily ensure judiciousness. 
judiciousness, like scholarliness, is a hard-earned skill. Of course, the Board members could undergo 
some special training (though they often think their representativeness accords them all the political 
acumen they need). But there is a further difficulty: they, at the end of the day, represent one 
stakeholder, while the judicious judgement requires a balancing of accounts across multiple 
stakeholders. And judiciousness is not something that can be delivered by a vote. By and large, this 
strategy will not stand a good chance of delivering justice on a regular and reliable basis. 

 
2. A second strategy would be to put a scholar and an adjudicator together on a team. The partnership 

would be forged from the start. Getting the two to cooperate might not always be easy, but this 
model is a definite feasibility. What might preclude it is the practicalities of the matter. Agencies 
often find it easier to contract an evaluator. 

 
The pragmatic evaluation contractor might well set out to try to optimise and to choose an evaluator with 
acknowledged skills in both, to at least a minimum level of 
 
 
 
2 This point is an ideal-typical, not an historical one. In point of fact, higher education institutions globally are becoming more porous 
and less insulated from the outside world. To that degree, they are having to account for and justify the expenditure of public and 
private funds, as well as their teaching and research priorities, in ways they never have had to before. And this is probably a benign 
development (see Scott, 1995). It remains, however, a matter of relative emphasis. The boundary between the university and the world 
is not infinitely porous. There comes a point aft er which the knowledge game may become so worldly, so preoccupied with the ideal of 
justice, so driven by worldly accountability, that the ideal of truth ceases to have regulatory force. At that point, the truth game, indeed 
the university in its social mission, loses its singular role and becomes indistinguishable from other worldly or practical knowledge 
games of pragmatic interest-brokerage (see Stehr, 1992). 



acceptability. In practice, however, one of two possibilities is probable: 
 
3.  a scholar with more (or less) of a 'feel' for adjudication; and conversely, 
 
4.  an adjudicator with more (or less) knowledge of research and methodology. The former is 

rather more likely where the scholar has decided to make a career out of evaluation and 
has resolved to ta ke seriously adjudication as a process of judgement. However, where this 
is more dream than reality, a regress to option one is not unlikely. The latter, likewise, is 
more of a hope than a reality in many cases. My guess is that a political person who has 
learnt the skill of dealing with shifting plural constituencies is unlikely to spend the time 
required to serve the single and sometimes unforgiving protocols of the epistemic 
community.  

 
These then are the logical possibilities. What are some of the implications to be drawn? First, let's 
look at what the evaluation contractor might conclude from the above.  
 
•  The major lesson is that the identification and selection of evaluators is a business that 

goes far beyond simply finding out who is available. It has to do with identifying the range 
of judgements most pertinent to the case at hand. Is methodological sophistication needed? 
Political delicacy? Whatever the answer, no evaluation will ever be without some measure 
of both. 

 
•  The second lesson is that briefs to evaluators must be far more carefully drawn up. Exactly 

what evidence is required? Exactly what stakeholders are key to the success of the 
project? It is undoubtedly so that a major reason for the slippage between evidence and 
opinion that characterises so many programme evaluations in South Africa, and that 
makes them, in retrospect, so singularly uninformative, is the fact that the briefs tended to 
blur the requirements. • A third lesson is also implied here: the evaluators must be part of 
fina lising the briefs. Why is that? The contractor has usually identified with either the 
stakeholders, or more rarely, with the scholarly community. It is all too easy to give the 
other domain of judgement short shrift in the brief. For example, the scholar should be 
part of stipulating exactly what evidence would constitute sufficient grounds for 
judgement in the case at hand. 

 
What might scholars or potential scholars who want to do evaluations deduce from this story?  
 
•  The first, and I would say overriding, requirement for a programme evaluator is a sound, 

credible, methodological competence. This is the most saleable asset. It is what the 
contractor will really rely on (even though there are contractors out there who do not yet 
realise this). 

•  If a career is envisaged, rather than just doing it on the side, as is often presently the case, 
then developing political sensitivity and judiciousness will be a good option. My guess is 
that this will not happen overnight. And it is certainly not in the interests of scholars to 
espouse a judicious competence they do not have. 

 
Projects are stakeholders too. They have a legitimate interest in developing the criteria which 
will be required in the brief and operationalised in the assessment. Up till now, any input by the 
projects has been in a bilateral fashion. The time is ripe for projects to get together and develop a 
collective position on the way they are to be judged. My sense is that funders will welcome this. 
However, all of this really only makes sense if funders are committed to developing long term 
relationships with projects. Short term funding in a crucial sense undercuts the development of 
stable evaluation environments. 
 
If the two forms of judgement are not explicitly recognised and built into the evaluation from the 
start, there are three equally unsatisfactory outcomes that could occur: 
 

 



1.  Either because of the inclination of the contractor/ funder, or the inclination of the evaluator, or 
both, the evaluation can be implicitly or explicitly designed as an exercise in scholarly 
judgement only. Here, veridical judgements and evidence are all that are deemed necessary. We 
might say that this is evaluation as expertocracy. 

2.  On the other hand, the funder may have (in fact many funders have) designed evaluations as 
exercises in political legitimation. Here, evidence and veridical judgement is deemed 
unnecessary, and is downplayed or even set aside. The stakeholder reputation or street 
credentials of the evaluator is what, in the main, is contracted here. We may say that this is 
evaluation as pure politics, for in the absence of warrantable evidence, it is hardly an evaluation 
at all.  

3.  Finally, there are some evaluators who want to blur the distinction between veridical and 
judicious judgements, who won't want to make the distinction at all. The result can only be a 
goulash of judgements whose warrants are impossibly confused. It behoves the contractor to 
examine very carefully what the skill base of these evaluators is. At the end of the day, the worth 
of the evaluation lies in the demonstrable accountability, which is always dual: 

•  to the evidence and rules of methodology,  
•  to the stakeholders and the criteria of fairness and justice they can live with. The 

daunting task of the contractor is to broker a harmonious marriage of those two in 
the case of every evaluation. 
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DOES TEACHER DEVELOPMENT WORK? TRUE CONFESSIONS OF A HARDENED 
EVALUATOR1 

 
Professor Jonathan D. Jansen, University of Durban Westville  

 
Teacher development delivered through NGOs (non-governmental organisations) in the form of in-
service education (INSET) does not produce significant learning gains in the classroom. One evaluation 
report after another has delivered the same finding: that while INSET provides important motivational 
benefits to practising teachers, and begins to influence the behaviours of participating teachers, such 
programmes simply do not translate into learning gains for students. Yet millions of rands have been 
invested in teacher development programmes of South African NGOs since the mid-1970s, increasing 
dramatically through the 1980s, and levelling-off in the first half of the 1990s. Why has NGO-driven 
teacher development not delivered? 
 
This paper will argue that the underlying reason for this state of affairs can be traced to the doorstep of 
both teacher development programmes and evaluation studies. In short, teacher development 
programmes have serious design flaws; on the other hand, evaluation studies have operated as if these 
design flaws did not exist. What is recommended is both a reconceptualisation of teacher development 
and a corresponding re-design of programme evaluation. Within this understanding, I address the broader 
conference question: how can the methodologies used in evaluations be refined to ensure that evaluations 
contribute to the body of research in this field? 
 
I should depart briefly from the main storyline with some biographical information which sets the 
context for the main arguments pursued in this paper. In the past six years I have been involved in 
various ways in the evaluation of educational programmes delivered by NGOs with the specified goal of 
improving the development of in-service teachers in science, mathematics and language education 
(mainly English). In this paper I will summarise the results of at least twelve different evaluation studies 
in which I have either conducted the evaluation, or supervised the evaluation with little direct 
involvement in the data collection process, or acted as supervisor and been active in the associated 
fieldwork for the evaluation.  
 
One should begin with an understanding of  the historical context within which evaluation emerged in 
South Africa. Evaluation of teacher development programmes (and indeed of most development work in 
general) emerged initially as a simple bureaucratic requirement of international and, to a lesser extent, 
national funding agencies. Evaluators in these early times asked simple questions about programme 
delivery (how many training workshops were conducted?) and participation rates (how many people 
were reached?). Evaluation was typically conducted by a small team of consultants who, in the case of 
international funding agencies, were mainly from the country represented by that agency 2. Such 
evaluations examined results using a crude model of programme outputs, leading to the delivery of an 
evaluation report in a three-week period on average. In the main, evaluation was something done by an 
external agency to a 
 
 

 

1 1 should thank my colleague, Renuka Vithal, for inspired comments on an earlier draft of this paper. She is absolved, in true Catholic 
tradition, from any responsibility for the pain this paper might cause. 
2 In a survey of 177 evaluations done in 50 countries, Snyder & Doan (1995) find a similar tendency to hire foreigners in the case of the 
evaluation of American foreign aid. 
 



NGO with the focus on simple numerical indices of performance. Unsurprisingly, NGO staff 
working in teacher development typically responded with fear and disdain for the alleged 
judgemental nature of evaluation, the lack of participation and 'process' in the evaluation, and the 
inevitable threats to programme continuance given the constraints under which such organisations 
operated during the anti-apartheid years. This simple bureaucratic interest in evaluation ended 
quickly at the start of the decade. In what could be called "the post-Boesak era of NGOs," the 
question of impact was raised as a serious and central concern in aid agency evaluation work during 
the 1990s. With what consequences? 
 
There are at least three major findings from the evaluation of programme impact across a range of 
education NGOs concerned with teacher development. I will briefly list and discuss each of these 
findings, with a more detailed set of reflections on the findings concerned with the impact of teacher 
development programmes on student learning. I will then return to my central thesis: that the absence 
of impact is a fault of both development work and evaluation strategy in the post-Boesak era. 
 
1.  NGO-driven teacher development programmes impact positively on the motivation of teachers 

across school subjects and grade levels. 
 
In NGO INSET programmes for science, languages and mathematics, teacher participation and 
involvement is high. Participants consistently record appreciation of  
a) time available for teacher development; 
b) the hands-on, inquiry-oriented approaches to teaching; 
c) the focus on student-centred learning;  
d) the making available of "supplementary materials" which often constitute the only available 
resources for teaching and learning;  
e) the broadening of the repertoire of familiar teaching methodologies and 
f) the opportunity to work in a collegial environment, learning from fellow teachers working in 
similar struggles and contexts.  
 
If NGO INSET initiatives articulated teacher motivation as the exclusive goal of these interventions, 
then the impact of such programmes has been optimal. But few self -respecting NGOs would make 
such a claim. There are other, deeper goals. 
 
2. NGO-driven teacher development programmes show only moderate impact on the instructional 
behaviours of participating teachers. 
 
There is some evidence that teachers teach differently as a result of their participation in teacher 
development programmes. In science and mathematics classrooms participant teachers have 
invariably moved away from teacher-dominated instruction. Small group learning is evident; students 
handle ("manipulate" according to the manuals and syllabus) materials; teachers pose questions 
rather than simply rattle off statements of fact; and some part of the instructional time per scheduled 
'period' involves self-directed student learning. There are, however, four important limitations of the 
available evidence. 
 
First, the available data is often limited to self-reports by teachers or principals who participated in 
these INSET programmes. This is problematic. When asked whether, for example, they use student-
centred teaching strategies, teachers invariably claim that they do. When the same teachers are 
observed in the classroom, it has been found that they do precisely the opposite i.e., classes are 
organised around the teacher and her teaching. At a first glance, it appears that teachers are 
untruthful. But this is not the case. The question "do you use student-centred teaching strategies" 
appears to be heard as a question about what is done under ideal conditions. Teachers in their 
responses therefore project their ideal teaching situation, not what they actually do in a real 
classroom. The point of this discussion is that self-reporting on intended impact on teaching 
behaviours is grossly misleading with respect to what actually happens. 
 
Second, when evidence is gathered through classroom observation, much of this data on teachers' 
instructional behaviours has been gauged through scheduled or anticipated evaluator visits focused 
on the particular interventions of a designated NGO, often with 
 



a staff member of the relevant NGO present? This means that there is a reasonable chance that 
teachers may be teaching to the observers on a well-rehearsed topic. In several classroom visits 
connected with INSET evaluations, we have observed that the fluidity of the lesson in terms of 
teacher action and student responses has been so smooth that it could only have happened through 
prior rehearsal. However, some evaluators have argued that, even if contrived, the available data 
does suggest that teachers can change their instructional behaviours in directions suggested by 
NGO INSET programmes. 
 
Third, most of the available data on teachers' instructional behaviours has been collected through 
one-off evaluator visits rather than on the basis of sustained observations over time. Little can be 
said in existing evaluations about the long-term impact of INSET on teachers and teaching. 
Evaluation designs are not geared to collecting longitudinal data nor are they based on pre-existing 
baseline data; accordingly, the evidence on whether changes in teaching, where observed, are 
actually sustained, is not knowable through existing information. 
 
Fourth, when evaluations include observational data, observations are often not cross-checked with 
data gained through intensive interviewing or the analysis of written work to probe for the 
understandings which may or may not underpin an observable behaviour. There is some devastating 
evidence that this failure of evaluation design may have led to some erroneous assumptions about 
the nature and degree of impact on teaching behaviours. Consider the following examples observed 
in two separate primary science classrooms where the teachers had been exposed to in-service 
training. In the first classroom (A) the in-service training prepares teachers for involving students in 
doing acid -base tests. The evaluator enters the classroom and sees small group learning; hands-on 
inquiry with students using test-tubes, indicators, and a variety of "unknown solutions"; the teacher 
acting as facilitator of the learning process, moves around from group to group, raising critical 
questions, and generally leaving the students to follow the outlined procedures. At a first glance 
(that is, with the focus on behaviours), this is John Dewey or Paulo Freire teaching at its best. Until 
the evaluator looks more closely ... that is, with the focus on understanding. The students are indeed 
in the required learning mode. But they are filling each of the test-tubes with the indicator (of which 
an unbelievably large amount is available) and using the dropper to run-in singular droplets of the 
unknown solution. Unfortunately, many evaluations have retained a focus on behaviours at the 
expense of understanding and this constitutes the single most important threat to impact evaluation 
studies in South Africa. 
 
In the second classroom (B), the teacher is 'implementing' a component of an in-service programme 
concerned with introducing students to practical work in learning about electricity. The following 
dialogue ensues around a static electricity experiment:  
 
Teacher: do you see the paper jump to the ruler? 
Students: yes (in chorus) 
Teacher: why did the ruler jump? 
Students: [no response] 
Teacher: the ruler jumped? 
Students: [no response] 
Teacher: [smiles and moves to the next point] 
 
The teacher in classroom B clearly posed the right question. But she could not pose the follow-up 
questions which would indicate both competence in posing good probing questions based on 
unexpected responses and 
 

 

3 The NGO staff member presence constitutes a double-edged sword. On the one hand the NGO staff member may influence what 
is observed by dictating teacher expectations; on the other hand, the NGO staff member provides vital access to isolated schools 
and often complex school environments hostile to outsiders; essential translation services are also sometimes provided by such a 
staff person. 
 



students' understanding of what they saw. Evaluators observing this teacher might record teacher-
initiated questions as taking place and the experimentation with materials on the subject of static 
electricity But the evaluators would not be able to make any judgement about the depth of 
understanding of the subject matter on the part of either the teacher or students. 
 
In short, as a result of poor evaluation designs and the ensuing lack of good evaluation data, there is 
little evidence that INSET changes and sustains teaching practices. On the other hand, available data 
does show some impact on overt teaching behaviours at a particular time and in a particular context 
(Stevens 1995, for example). 
 
3. NGO-driven teacher development: programmes show little to no impact on learning gains among 
students. 
 
The unspoken assumption in INSET is that the direct training benefits to teachers translate into 
learning gains for their students. Students are the ultimate beneficiaries of INSET. They are expected 
to learn more and better as a result of their teachers' exposure to INSET services. Is this assumption 
tenable? The answer is emphatically negative. Why? 
 
INSET in South Africa is designed around trainers and teachers. Accordingly, where impact studies 
have been commissioned, they have focused on immediate training benefits to the teachers. 
Motivational questions and behaviour change questions feature prominently in South African INSET 
evaluations. Student learning is an afterthought in the design of INSET programmes and the 
accompanying evaluation, although, as stated earlier, the linkage to learning is assumed. 
 
The few studies that have explored student: learning gains have only demonstrated motivational 
benefits. Students 'manipulate' the learning materials; students work enthusiastically in groups; 
students are engaged with the new teaching strategy introduced; students respond well to questions etc. 
What is not clear is what: happens inside the heads of students as they learn science or mathematics; is 
there a qualitative difference in what is learnt as a result of the intervention? This deeper level of 
impact is not explored. In one unique pilot study examining the cognitive effects of learning in a 
multimedia science programme, the evaluators signalled some difference in the quality of learning in 
the new programme (Behr & Perrold 1993). A few other studies have been able to demonstrate 
concrete learning gains through INSET.4 Even in these cases the data is suspect. The methodology 
adopted often did not involve intensive interviewing of students, in-depth observations or longitudinal 
designs which could have provided such evidence. In short, there is an absence of 'depth data' to 
support the claims about learning gains in the classroom. 
 
The evidence suggests, rather, that since teachers seldom have developed depth understanding of what 
is offered in centre-based, one-off or sporadic workshops, it is unlikely that students have benefitted in 
terms of learning gains (see earlier examples)5 Furthermore, the recitation and routinisation of 
innovative tasks among students suggest that while new rules have been learnt, new understandings 
have not necessarily developed. In addition, despite the inquiry-based approach of all INSET 
programmes, in few classrooms observed was there much evidence of student-initiated questions, 
especially questions related to the substance of the lesson. There was certainly no evidence of students 
challenging teacher explanations. But there is some evidence of students posing management questions 
e.g., how long should the assignment be? 
 
 
 
4 The outstanding study designed by David Bateson (1995) on comparative learning gains in the Science Education Programme 
(SEP) is one such exception. But SEP is also one of the few programmes which combines centre-based training with intensive 
classroom-level support. 
5 The design of INSET programmes is not irrational. There are heavy demands on a NGO to go for breadth (extend basic training to 
more teachers) rather than depth (provide more intensive training for a small group of teachers) in service delivery. Similarly, the 
design of evaluations is also seldom irrational. There are heavy cost implications in doing multiple observations or the shadowing 
of teachers over time to provide the 'depth data' alluded to. 
 



In sum, evaluation designs do not allow for good data to be captured relevant to student learning. 
And where such data does exist, it suggests that students may be learning new ideas in old ways; 
adapting an innovative approach into a mechanical task; collapsing inquiry into routine. 
 
It should be clear from the discussion thus far that this state of affairs can be located squarely in 
relation to the twin factors identified at the start of this paper: the failure of INSET and the failure of 
evaluation designs. 
 
What does this mean for the generalisability of knowledge generated through INSET evaluations and 
its contribution to the larger body of knowledge on evaluation and research? This is a dangerous 
question. First, because it assumes evaluation should say something to a broader community of social 
scientists and educational researchers. This is problematic. Evaluation is done for a specific audience 
i.e., an internal audience (e.g., Boards of Trustees) or an external audience (e.g., donor agency). The 
design of the evaluation therefore parallels the interests of that audience. For example, USAID may 
require an impact study focused on learning gains within a six-week consultancy. Designs are 
compromised to the point of dishonesty to meet the deadline. The maxim becomes, 'what you see is 
what you get.' That is, within the six-week period the US-based consultants take four weeks to figure 
out how a country could possibly have 19 education departments. Such is a very different audience to 
an academic group where elegance, parsimony, creativity and the production of cutting-edge 
information are much more important in research design than in the case of evaluations where 
designs are often bent out of shape to meet ridiculous deadlines, donor expectations or, for that 
matter, to satisfy grantee pressures. 
 
Second, generalising information ge nerated in evaluations is problematic because it assumes 
evaluation can say something to a broader academic audience. Evaluations are typically done in 
specific contexts, in specific cultures, in specific constraints. The knowledge generated within these 
specific locales must be treated with extreme caution. 
 
If generalisation is a priority, such a goal must only be pursued if: 
 
1.  there is deep and transparent contextualisation of the evaluation issues under discussion so that 

a reader can understand not only what is being claimed but where it is being said and under 
what conditions; 

2.  there is some minimum set of parallel conditions in the development context e.g., an 
evaluation being conducted in rural Brazil where teachers are teaching large classes in under-
resourced schools could inform evaluators doing similar studies in rural Northern Province 
under similar conditions; 

3.  there is some degree of uniformity in the evaluation designs being pursued in the two different 
evaluation contexts, so that the knowledge claims associated with one design are not 
spuriously related to claims made within a very different evaluation design; and 

4.  there is some approximation of INSET delivery strategy across the two evaluation contexts. 
 
To illustrate this last point: you simply cannot compare the data on learning gains from the Danish 
Life Science Project in Namibia (which involves extensive centre-based training in the life sciences 
followed by intensive classroom-based support to participating teachers over a period of at least one 
year) to similar science INSET training programmes delivered over the odd week-end to whomever 
shows up. In other words, it is almost impossible to seek generalisations about learning gains given 
the many layers of complexity and difficulty in the way evaluations are conducted in South Africa 
and the generic problems associated with comparative evaluation designs.6 
 
The hard-nosed quantitative evaluator (of which there are thankfully few) would propose a simple 
solution. Design an experimental or quasi-experimental study, assign subjects to an experimental or 
control group, and the ambiguity of findings on learning gains is resolved. This kind of design  
 
 
6 In a purist sense, the only evaluations worth comparing are those producing 'effect sizes' based on similar statistical procedures; 
this process is called meta-analysis. 
 



has both ethical (how to assign students on the basis of non-treatment conditions) and methodological 
problems (how to attribute gains recorded given a multi-faceted INSET programme). Moreover, such 
studies merely extend evaluator blindness on the complex and unpredictable school and classroom level 
processes which shape the sought-after outcomes (such as learning gains). This is critical information to 
an evaluator concerned with programme improvement, the overriding rationale for conducting 
programme evaluation in South Africa. But even summative evaluation would be incomplete without an 
understanding of the contribution of the different components of a programme and their interactive 
effects at the classroom level. 
 
This is a problem which is also poorly understood in the large-scale production function studies 
characterising much of the research on schools in developing countries. Achievement (or what we have 
called learning gains) is explained in terms of discrete 'inputs' (such as textbooks or teacher salaries or 
laboratories) without a clue about the kind of textbooks, the qualities of teaching, the contingencies of 
classroom contexts or the transactions between teachers and learners which influence achievement (see 
extended critique in Jansen 1995b). Some have responded by calling for an input variable called 
"processes" (Lockheed & Komenan 1989). Others have called for multi-level modelling which 
disaggregates effects at, for example, school, classroom and individual pupil levels (Riddell 1996) as a 
way of clarifying 'what causes what.' But both these responses miss the important point that quantifying 
process in a real-school environment: is a contradiction in terms. That is, the critique is assumed to be 
targeting a procedural dilemma rather than an epistemological problem. 
 
I have painted a dismal picture about the actual contribution of INSET to learning and the possible 
contribution of evaluation studies to the body of knowledge in the field. I propose the following ways 
out of these dilemmas. 
 
1.  That funders in their evaluation designs, in the short term, recognise and accept the internal 

goals of an INSET programme as valid. Such goals may primarily be to broaden the repertoires 
of teaching strategies available to underqualified science teachers rather than a definitive 
improvement in learning gains among students of those trainees. 

 
2.  That INSET programmes, in the long term, be re-designed to focus on learning gains as a 

primary goal. This means rethinking simplistic modes of delivery to meet demand in favour of 
more sophisticated programmes seeking depth (more and better training over sustained periods 
of time) rather than breadth (more of the same, spread thinly over time and space). 

 
3.  That comparative evaluation studies be designed and conducted with the deliberate goal of 

examining the value of rival programmes not with the goal of discarding the less successful 
(although this might be necessary in an extreme case) but with the aim of transferring lessons 
learned across projects. This means that comparison is built into the design (and the selection of 
comparable cases) from the start rather than in retrospective studies on set designs. 

 
4.  That evaluation studies be designed to capture 'depth data' on learning through a new ensemble 

of data collection procedures which include clinical interviewing, sustained observations, 
longitudinal designs and the routine collection of baseline data against whic h to measure 
changes over time. We have exhausted the use, and can no longer justify the utility of, mindless 
questionnaires, 'lucky dip' observations (essentially, dipping into a classroom without any 
sampling plan or evaluation focus so that what you see is dependent on the event of the moment) 
and idealised self-reports. But this requires that those commissioning evaluations set different 
conditions for the conduct of evaluation than those producing the 'quick and dirty' variety. 

 
5.  That evaluation studies set a new standard for evaluation reports e.g., produce the richly 

contextualised narratives which bring to light powerful findings on impact 
 



beyond statistical summaries. But this requires setting new standards of validation such as articulated 
by Yvonna Lincoln and Egon Guba (1991; and see Shadish et al., 1995) for qualitative studies in 
evaluation. 
 
This paper has declared a curse on both the house of the funding office (such as USAID, JET etc) and 
the INSET NGOs (especially those involved in teacher development). Both houses have legitimate 
concerns; both have serious flaws in their operating assumptions about programme evaluation and in-
service teacher training. Changing strategy and discourse about both these issues will bring about a 
more informed debate on understanding how (and whether) things change as a result of our 
development efforts. 
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SCIENCE UNDER THE SPOTLIGHT 
 

Professor Peter Weingart, Bielefeld University 
 
1. Changing Legitimation of Science 
The notion of science into which the present generation of scholars was institutionalized entails a 
number of characteristics which may undergo a fundamental change in the next few decades to 
come. 
 
These pertain both to the ways in which society looks upon science as a social enterprise which 
produces privileged, certified knowledge, and the ways in which this enterprise functions 
internally. The former relates to forms of legitimation of knowledge production, the latter to the 
kind of knowledge that is produced. Both are, as will become apparent in the subsequent 
argument, inherently related. 
 
Scie nce has, ever since its emergence as a social institution, served political (and utilitarian) ends 
whenever feasible and called upon. Yet, we now witness a new trend in science policy: a call for 
a closer orientation to national goals, and linked to this the challenge to increase the efficiency of 
research and teaching institutions to open up to evaluation from outside in order to be more 
accountable to the public, i.e. the taxpayer or stakeholders as the funders of the enterprise. 
 
Pressure to align more closely the expenditure:; for research with more immediate national needs 
affects a basic understanding of the process of research and development which has served as 
legitimation of government R&D budgets for almost half a century. This understanding dates 
back to Vannevar Bush's model according to which science could be differentiated into basic 
research and applied research, and that both activities could be neatly kept apart. The further 
assumption was that basic research was oriented to the discovery of natural laws, it could not be 
planned since by definition it was directed to secrets yet to be unraveled. Between basic  research, 
applied research and the ultimate transformation into concrete technologies (development) would 
lie a time span which could in some cases be shortened but under no circumstances be eliminated. 
In other words: the categories of research activity represented a continuum which was at the same 
time a unilinear sequence. 
 
The implication of this model for funding was that basic research was considered crucial for the 
national innovation system, and yet was elusive to any strategic planning. It was to be funded on 
its own merits with the expectation of the ultimate social utility of a broad knowledge base thus 
created. This arrangement, established immediately after the war under the impression of the 
contribution of science to the war effort and the dangers of its prolonged military organisation, 
responded to the unique situation in the US. Yet, given the American leadership in science it 
provided an ideological legitimation for the support of 'pure research' which owed much of its 
continued adherence to the cold war even in other parts of the world. With the cold war having 
come to an end this legitimation seems to be waning. A more immediate proof of the utility of 
research is demanded. The political pressure to provide this proof is mounting across all Western 
industrialized countries. For some time now the categories on which Bush's model rested have 
not seemed appropriate, especially their sequentiality, as experience shows a relationship o£ 
many reverse connections, feedback loops and the like. 
 



Transdisciplinary and interdisciplinary research fields with social and/or economic interests as their 
foci emerge and disappear. Thus, a familiar organisational scheme is given up, for good reason. 
'Pure research' thereby loses its self -determined character, even if no similarly operative scheme is 
in place. 
 
There is another reason why the existing contract between the science establishment and society is 
being reviewed. Bush's model called for considerable trust on the part of the public to be invested in 
science. The public mostly had only the scientists' word that what they were doing was ultimately 
for the common welfare. However, parallel to a fundamental democratisation of society in which 
the privileged role of an estate (DK Price) is becoming increasingly fragile, the hitherto accepted 
authority of the science establishment came to be questioned on account of a growing awareness of 
risks and ethical dilemmas. The new demands on science are diverse, and it is by no means clear 
how they are going to be operationalized. But among them is the call for external evaluation which 
is already being implemented in a number of countries. It is worth looking first at the significance 
that the new evaluation schemes have for the understanding of science and its funding. 
 
2. From internal to external evaluation  
 
The most fundamental characteristic of science is its independence from outside direction. In a 
sense, this is self-evident: science is the ultimate source of objectified, formal knowledge. Thus, 
there can be no higher plane from which to judge it. Interference from outside into the manufacture 
of "truth" is of little use. This is true regardless of the many failings that can readily be observed in 
the doings of scientists. Science is self-referential in the sense that scientists have to relate to the 
research of other scientists for their own research. To refer to the authority of God or that of the 
government would be regarded as inappropriate to advancing the argument. Likewise, only 
scientists themselves determine what is science, not the ministry of education. The self-
referentiality of science finds its institutional expression in the mechanisms of internal control, i.e. 
peer review. This mechanism which has been in place since the inception of modern science 
operates in scientific journals, in the organisation of conferences, in the distribution of funds 
through national or private foundations. It is the control of experts by experts who alone have the 
same expertise and are therefore in a position to exert that control. It assures, in spite of occasional 
malfunctions, the self-critical direction of research and thus the 'quality' of know ledge production. 
But'peer review' also has one fundamental problem which only becomes apparent when the funds 
that science asks for grow scarcer and the demand for accounting for their use becomes stronger. 
Under such conditions the suspicion that peer review is self-serving inevitably appears, and it is 
enhanced by both reports on failures of the system, be it fraud, misjudgements, and disclosures to 
the public of the sometimes very small circles of peers that are evaluating each other. The peer 
review system which exemplifies the trust relationship between science and the public thus 
becomes strained. 
 
For at least a decade the demand for outside evaluation of scientific research has been mounting. 
This demand is primarily directed at the universities as the largest, most important, and most costly 
institutions of research and teaching. Given their enormous expansion in the 1970s the question 
now is how to make them more efficient and cost-conscious. Several countries, led by the 
Netherlands, the UK, and recently Switzerland, have implemented evaluation schemes with that 
objective. It must be recognised that the introduction of such schemes is a major change in the 
conception of science. On the other hand this development should be seen in perspective: not only 
science but also the entire public sector, i.e. government administrations and community services 
are now subject to the demand for proof of efficiency and productivity. One has to remember that to 
this day the legitimation of governments' achievements is based on expenditures of public funds, 
not on an evaluation of the results achieved with them. Evaluation of science, therefore, is not part 
of an anti-science movement. 
 



Any attempt to evaluate the achievements of research from outside, i.e. by laymen, would still be 
fraught with the problem that it does not have command over the requisite  expertise, and would 
therefore not be acceptable to the researchers. Externalization of evaluation could not mean, 
therefore, introducing evaluative criteria different from those inherent to science. In this respect 
basic science differs from utilitarian production of knowledge. Just as 'peer review' applies only to 
basic research, i.e. the production of fundamental knowledge, the whole issue of internal vs. externa l 
evaluation only arises in that context. This leaves aside for the moment the issue of the borderline 
riot always being unequivocally determinable between the types of research.  
 
The problem was and continues to be to find ways by which the evaluation would be based on 
criteria which are inherent to research and would not compromise the 'internally' established 
expertise, and yet could be applied from the 'outside'. This is an overriding principle of the 
evaluation of research and the basis for the search for 'science indicators'. The principle instigates 
that the products of research be transformed so that they can be measured. In that way research is 
made accountable to the public, and the sources of mistrust stemming from the obscurity of peer 
evaluation are avoided.  
 
The solution to the problem as it is particular to science is the use of literature data banks as sources 
of indicator construction. Like any indicator construction (e.g. in social analysis or economics) the 
underlying rationale is that the measurable data must represent the product which is to be evaluated. 
Any indicator, thus, presupposes a 'theory' about the relationship between the object to be measured 
and the representative measure. In the case of science such indicators are the number of 
publications, the number of citations, honors and prizes received, invitations to conferences and 
combinations of all of these. It is no accident that the discussion over the use of these indicators has 
focused on the problem of validity: do these indicators really measure quality of research or put 
more generally, do they measure what they are supposed to measure? In the evaluation community 
this is the standard question, and it is approached by testing as well as by advancing the theoretical 
debate on the 'internal' operation of research. In this discussion finer differentiations have been 
worked out: the number of publications as such reflects 'activity' rather than quality per se; citations 
are best understood as a measure of 'recognition'; absolute  numbers have to be normalised for 
different disciplines because citing patterns differ substantially from one field to the other; time 
frames are important because the 'half life' of a publication is very different in the natural sciences 
than in the huma nities, and so on. 
 
Beyond these refinements, however, the chief justification for the use of these indicators in science 
is a dual one. Firstly, they reflect the products of research including their recognition by peer review. 
In this sense they are products of the internal process of knowledge production and creditation. 
Secondly, they lend themselves to quantification and can, thus, be made visible to the outside 
without experts having to intervene. Both of these reasons have greatly enhanced the legitimacy of 
indicator-based evaluations of basic research. 
 
The latter should not be taken to mean that experts have no role in this process: the function of 
quantitative indicators in evaluation is not to replace expert judgement but to provide an objectified 
basis for that judgment, a background to which it can respond, an orienting framework which leaves 
room for interpretation but constrains it. Typically, quantitative indicators are used in conjunction 
with expert judgement, and, in effect, they enhance the latter's legitimacy, as well. If expert 
judgement is passed on the basis of quantified data it rules out to a great extent manipulation, for it 
makes interpretation of the data accessible. Also, it helps the experts to see things which otherwise 
they may not be aware of, patterns which they cannot possibly see from their limited subjective 
perspectives. No-one can have confident knowledge about all the literature in one's field. In fact, it 
has been proved in validation exercises that results of 
 



quantitative indicator -based evaluations vary as little or as much as qualitative judgements, and 
that the latter are improved in scope by the former. 
 
To underscore this point a concrete example should be given of an arrangement encompassing the 
use of quantitative indicators and of expert judgement in tandem. The Swiss Science Council has 
commissioned several bibliometric studies of the state of different research fields such as physics 
and clinical medicine. These studies provided the Council with an overview of  the publication 
activity of all relevant institutions in the country (i.e. universities and independent as well as 
industrial institutes working in the field). Such an analysis provides a 'map' depicting the centres 
of activity (and those most recognised in terms of citations received) as well as the more marginal 
institutions. Subsequently an international evaluation committee of experts was established which 
undertook an in-depth analysis of the field. They had the results of the bibliometric analysis in 
hand and could follow up conspicuous data. In the end the committee prepared its report with 
suggestions as to where to increase and where to withdraw funds or which infrastructural 
measures should be taken in order to improve the situation. 
 
Note that in this somewhat simplified arrangement the quantitative indicators are not used 
exclusively to decide over the life or death of institutions but rather in conjunction with expert 
judgement. It guides this judgement but the experts may also arrive at a different evaluation when 
their detailed analysis reveals particular reasons for the situation as described in the quantitative 
analysis. At the same time it forces both evaluators and those evaluated to confront the picture as 
presented by the bibliometric ana lysis. Thus, the process of expert evaluation is depoliticised to a 
large degree and rendered more efficient. 
 
3. Evaluation and complexity 
 
Any evaluation of a social activity, whatever it may be, boils down to judgement which, in 
essence, is a reduction of complexity. As mentioned above this reduction takes the form of 
indicators when quantification is aspired to. Quantification has the great advantage of being 
generally communicable and therefore open to general criticism. This does not mean that numbers 
are unequivocal and objective per se. In the case of indicators the interpretative input is apparent 
in the 'theoretical' input which is their basis. It is because this 'theory' is not always available or 
made explicit in the process that one hears almost invariably the argument from opponents to 
evaluation by indicators that the quantitative measure cannot grasp the 'essence' of the 
phenomenon under scrutiny. While it may be true that 'essence' is never measurable, proponents 
of this argument are never able to define what it is and thereby are subject to allegations that they 
evade evaluation altogether. The 'quantitative/qualitative' dichotomy raised in debates over 
evaluation is an ideological one, and it is fruitless. The only fruitful issue between opponents and 
proponents of evaluation is whether the theories of representation are deemed plausible or not. 
 
It is also obvious that the more complex the phenomenon to be evaluated, the more difficult it is 
to establish reliable theories on which to base in dicator construction. A case in point is the 
evaluation of programmes of the enhancement of research and/or teaching, of the advancement 
of innovation, or more specifically of the development of particular technologies. Programme 
evaluation is usually directed to a whole set of policy measures implemented by funding 
agencies and/or governments. It is designed to measure the effect of such programmes in order 
to decide whether expenditures of funds be continued or not. Given the complexity of the 
relationship between the intervention and the system in which it is to have an effect there is 
much confusion about goals, desired effects, ways to record them and measures to evaluate 
them. A recent survey of programme evaluations in Germany prepared for the Ministry of 
Science and Technology revealed that so far no programme evaluation actually conformed to the 
standards usually required for evaluation. The reasons for this deficiency are varied: recency of 
 



introduction of evaluations, lack of data, scarcity of funds, inexplicitness of goals. This finding is 
corroborated by the review of evaluations carried out by Taylor in 1995. While the complexity of 
programmes of social intervention of any kind is recognised the design of evaluation schemes may, in 
fact, help to make them more efficient. A few principles can be stated which are fairly consensual 
among evaluation scholars and social scientists: 
 
•  Beyond the ideologically tainted debate over quantitative and qualitative measures it must be 

clear that judgements which are not at least intersubjectively communicable are obviously 
worthless. If participants and administrators in a programme cannot agree with their funders or 
outside evaluators on the programme's achievements, the measures used are useless, and they 
will ultimately lead to a loss of credibility. 

•  The issue is not whether evaluation measures (indicators) should be quantitative or qualitative but 
that they be adequate to the subject matter that they are intended to represent. The more tenuous 
and fragile the 'theory' on which they are based the more important it may be to support them 
with qualitative interpretation of data. Specific attention must be paid to the collection of data, i.e. 
information about the effects achieved by the programme. They depend, of course, on the 
definition of the programme's goal(s). 

•  It is absolutely crucial that the goals of the programme are clearly stated. Only with a precise 
definition o£ goals is evaluation of effects possible. Vague goals are, in effect, a carte bla nche to 
spend funds on activities defined by the party receiving the funds, and the funder should not 
expect accountable results. Of course, it is possible and quite customary to place the 
responsibility to do so in the hands of the recipient. In those cases evaluation in the strict sense is 
not possible. 

•  A common defensive argument is that while implicit or professed goals may not Qd~._ be reached 
the programme may have latent achievements not initially stated or even known. (Process value as 
against product value). This may well be the case but must be measurable as well if it is not to 
serve as a purely evasive argument. 

•  A further condition of evaluation is comparability. Any evaluation must have a baseline on which to 
judge impact, effect or achievement. This condition is often the most difficult to achieve both for lack 
o£ data and funds or time. In many cases the creation of a control group is either impossible or 
ethically questionable. 

•  Self-evaluation is a source of data at best, but is inevitably self-serving. It should be used to collect 
information. It should not be used as a measure of success. 

•  The main objective of evaluation is the improvement of the activity under scrutiny, not the execution 
of control for its own sake. Thus, evaluation, if properly understood, is a mechanism enabling the 
organisation to be evaluated to learn. Organisational (and individual) learning is only possible if 
feedback is provided. Therefore, two principles are essential in the application of evaluation 
procedures:   

a) the results of any evaluation have to be fed back to those evaluated, and  
b) evaluation and decisions deduced from the results of the evaluation have to be separated. 

 
To summarize: There should be a defensible relationship between the objectives of funders, programme 
objectives, and evaluation measures. Much of this linkage will have to be negotiated during the design 
of programmes. Experts executing programmes have knowledge which the fenders are lacking. This 
puts trust on them. But in the last analysis the experts will have to demonstrate their achievements in 
terms accessible to stakeholders. If they cannot do so that trust will be withdrawn to the detriment of 
future efforts of good will. 
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PREFACE 
 
This evaluation of the Independent Training and Educational Centre (ITEC) was jointly funded by 
the joint Education Trust (JET) and the United States Agency for International Development 
(USAID). The study examined the impact of two key ITEC programmes: Lower Primary Project 
and School Management and Governance Training. In addition, the overall impact of ITEC on the 
community and the extent to which the centre could serve as a replicable model were examined. 
 
To maximise efforts, Khulisa Management Services worked co-operatively with the USAID-
funded Improving Education Quality (IEQ) project which has been working with ITEC to design 
evaluation instruments as well as gathering data to assess impact. For the Lower Primary Project, 
the Khulisa team co-ordinated the evaluation process utilising questionnaires and observation 
continua developed by IEQ and ITEC. For the School Management and Governance Training 
portion of the assignment, ITEC gathered data on the participants while Khulisa spot checked the 
data collection during the field work. To examine the overall community impact, ITEC's staff 
collected data using a form that was jointly designed with Khulisa. The Khulisa evaluation team 
was responsible for examining the extent to which ITEC can serve as a replicable model, by 
conducting interviews. 
 
Khulisa Management Services would like to acknowledge the co-operative effort of ITEC in 
contributing to the completion of the evaluation assignment. ITEC provided a considerable level 
of effort on the part of its the staff in the evaluation process. Its staff was consistently open and 
helpful in assisting the evaluation team. Khulisa also acknowledges the co-operation of the IEQ 
staff who designed the Lower Primary data collection instruments, trained the facilitators in 
collecting data, supervised data collection and selection of schools, and, finally, was very 
supportive throughout the analytical process. The opinions expressed in this report are those of the 
evaluation team and not of the donor agencies. Similarly, errors in this report are the responsibility 
of the authors alone and should not be attributed to the donors, individuals and/or institutions 
interviewed for this evaluation. 
 



1. OVERVIEW 
 
The Independent Training and Educational Centre (ITEC) is a large non-governmental organisation 
(NGO) located in the Eastern Cape serving the educational and training needs of disadvantaged South 
Africans. Funding was provided by the United States Agency for International Development 
(USAID) and the Joint Education Trust (JET) to commission Khulisa Management Services to 
conduct this impact evaluation. The purposes of the ITEC evaluation are to: 
 
a) Examine the impact of the Lower Primary Programme; 
b) Provide a review of the Management and Governance Programme; 
c) Assess the overall impact of ITEC on the community; and 
d) Provide an estimation of the replicability of ITEC in terms of management, sustainability, costs, 
and networking. 
 
Only the evaluation of the lower primary programme is included here. A full version of the evaluation 
can be obtained from JET or ITEC. 
 
2. BACKGROUND  
 
2.1.  ITEC HISTORY  
 
During the educational crisis of 1985, grassroots political protest prevented teachers in the Eastern 
Cape from teaching. As a result, a community effort to upgrade teachers during this "down time" 
commenced. The teachers expressed a strong need for an educational, teaching and resource centre. 
Several community members formed an association, conducted a needs assessment, obtained a 
building and commenced fund-raising activities. The culmination of this community action was the 
launch of the Independent Teacher Enrichment Centre (ITEC) in 1987. Since then, ITEC has grown 
from its original staff of two to 40 full-time staff and another 40 part-time staff (mostly tutors). 
Originally focused only on the needs of schools, teachers and pupils, the organisation over time 
shifted emphasis to embrace life-long access to education by all members of the community. In 1993, 
the name was changed to the Independent Training and Educational Centre to reflect this altered 
focus.  
 
ITEC's August 1995 strategic planning exercise outlines the following target populations:  
•  Education Gatekeepers: Teachers, principals, INSET/ PRESET trainers, education development 

officers (EDOs - formerly inspectors), subject advisors, and government department officials; 
•  Community: Leaders, families /parents/ guardians, and school governing councils; and  
•  Youth: In-school and out-of-school youth.  
 
The ultimate objective of reaching these target populations is to support the children of the 
community. 
 
Over time, ITEC has run a variety of programmes to promote teacher competency and student 
attainment in a well-managed environment with access to resources. The current programmes address 
needs such as school secretarial services' (typing and printing examinations), principals' forums (to 
encourage sharing of skills and resources between schools), governance training, teacher training, and 
programmes that focus specifically on the needs of students (PROTEC, Science Fair, Saturday 
schools, and the Mobile Resource Unit). Community programmes include the literacy programme, 
the Job Training Centre and the resource centre. The result is an educational and community centre 
where access to programmes and skills is enhanced. 
Although ITEC's headquarters are located in East London, management has chosen to focus primarily 
on rural schools that are particularly disadvantaged. A notable achievement has been its research into 
conditions in farm schools in the Border region conducted in conjunction with the Border Early 
Learning Centre (now called the Community Child Development Centre). This research highlighted 
the need for training of lower primary school teachers who are often faced with very limited 
resources, lack of forma l PRESET training (many teachers only have attained Std 8 plus a two year 
teaching diploma) and multi-level classes. 
 
1 At one point in its early years, ITEC responded to the needs of the schools for well-groomed environments by providing mowing 
and garden services for a marginal fee. This achieved one of ITEC’s aims, namely to increase the level of pride and community 
involvement. Once this had been achieved, the programme was discontinued with schools maintaining their own gardens. 
 

 



2.2. CONTEXT 
The Eastern Cape Province is one of the most impoverished in South Africa, The Eastern Cape government, 
based in Bisho, faces a very difficult task of integrating two former homelands, the Ciskei and Transkei, 
along with four other departments of education. The combined system comprises 6,000 schools. 
The 1994 statistics gathered by the Provincial Education and Training Forum indicated:  
•  Provincial population of 6,090,504; 
•  2,100,000 children in school of which 1,754,881 are in primary school; 
•  57,000 teachers; 
•  6,000 schools (3,257 primary schools) and 2,500 early childhood centres/pre-schools; and  
•  23,000 department officials (those working in the Department of Education and Culture, but not 

teachers or principals); and 
•  20 Subject Advisors for the primary sector.  
 
The government services available in the Eastern Cape Province are generally inadequate to support the 
needs of teachers. Currently, there is one subject advisor for every 1,590 primary teachers, and many of 
these advisors focus exclusively on senior primary support. The low number of subject advisors supporting 
primary education indicates a lack of technical support for junior primary school teachers. The large number 
of department officials within the system is the result of the amalgamation o£ the Ciskei and Transkei and 
the interim constitutional guarantee of jobs until 1999. Many of the 23,000 bureaucrats are clerks who 
perform duplicate duties and lack the basic facilities and resources which would make them more effective. 
The government has four INSET centres for the province which are equipped to run courses, but do not 
have the staff or infrastructure to provide school-based INSET. Eighty percent of the province's population 
lives in areas classified rural. The Eastern Cape road system is not well-developed or maintained. As a 
result, it can take more than nine hours to drive from one end of the province to the other. 
 
Teachers travel great distances to reach schools located in remote areas that usually lack electricity or access 
to telecommunications. In one case, a teacher reporte d travelling 15 hours a week between home and 
school. It is not uncommon for pupils to walk up to 10 kilometres to reach school, or for parents to enrol 
nine or ten-year-old children in sub-A as the long distances to school are difficult for younger children. 
 
During the period of the evaluation fieldwork, a serious scandal of the Eastern Cape School Nutrition 
Presidential Project had just been exposed. Funds for the school nutrition scheme had been misused and 
misappropriated, resulting in the suspension of the school nutrition programme. When the programme was 
abrogated, attendance in rural schools dropped dramatically with some schools reporting absenteeism of 40 
to 50 percent according to newspaper reports. 
 
This context and the articulated needs of communities are the main motivators for ITEC to develop 
programmes such as the Lower Primary Programme described below. 
 
3.  LOWER PRIMARY PROGRAMME  
The Lower Primary (LP) programme is ITEC's largest initiative, employing approximately 40 percent of 
ITEC's staff. The programme is managed by the LP Project Leader who has two deputies in charge of 
training and materials development respectively. The training team consists of seven facilitators who 
provide workshops and follow-up support for teachers. The materials development team includes two 
curriculum developers, one material developer, one marketing assistant, and one materials/ printing 
assistant.  
 
3.1. OVERVIEW OF THE PROGRAMME  
The LP programme provides non-accredited courses for teachers of Grade 1 through Std 1 who desire to 
improve their classroom competence. Currently, 265 teachers from urban, peri-urban, and rural areas 
(including farm schools) in the Greater East London and Ciskei regions are taking part in the programme. In 
1995, this number was augmented by a further 500 teachers comprising 408 Quality Schools Project (QSP) 
teachers, 32 teachers in conjunction with the University of the Witwatersrand (Wits) Rural Project and 60 
teachers in association with 
 

2"Meeting the Educational Expectations of our Democratic Society: Proposal for a Provincial Teacher Education/INSET 
Process" by the Provincial Education and Training Forum, Eastern Cape Province, November 1, 1994, page 4. 



the Catholic Institute of Education (CIE) in Kokstad. In the latter two cases, ITEC provides the 
workshops and materials while Wits and CIE provide administration and follow-up support. The 
programme is conducted over three to four years during which eight modules are completed. Two-day 
workshops are held during the first two or three weeks of each school term (30 percent of the 
programme). Field support by facilitators follows during the next six weeks of the term (the remainder 
of the programme). Only field support takes place during the last term. Facilitators provide classroom 
support to each teacher in the programme at least three times a year. Workshops focus on learner-
centred methodologies, and on individual and classroom organisational and management skills. The 
support aspect includes monitoring progress, demonstration lessons and the effective and optimum use 
of teaching aids/materials. An optional two-day workshop on how to make teaching aids (including 
appropriate scripting) is held during the winter vacation in July. During the fourth term, teachers attend 
a needs/ expectations forum to prepare for the following year. Community members (governing 
councils and PTAs) are also invited to participate in the forum. 
 
3.1.1. Modules 
The key modules (teaching competencies) of the training programme are: 
•  Module 1: Creating a child-centred learning environment; 
•  Module 2: Implementing the school readiness programme; 
•  Module 3: Good handwriting skills incorporating designing worksheets and workcards for group 

work; 
•  Module 4: Implementing investigative mathematical principles; 
•  Module 5: Learning and teaching language (methodology); 
•  Module 6: ]integrating language learning across the curriculum; 
•  Module 7: Identifying learning and health problems, and community health awareness; and  
•  Module 8: Assessment without writing examinations.   
 
Each module is supported by teaching notes suggesting new ideas, and a set of basic teaching aids 
which support and complement the interim junior primary curriculum. Many of these materials are 
available in all 11 official languages; all materials are available in Xhosa, English and Afrikaans (the 
main languages of the Eastern Cape). 
 
3.1.2. Nature, Length, Time and Frequency of Intervention 
Each year, three modules, each comprising 10 hours over a two-day period (30 hours per annum), are 
held in a centre convenient to teachers. In 1995, a total of 15 venues were utilised. In a number of 
cases, workshops were staggered so that half the teachers in a school could attend the workshop while 
the others teach, and vice-versa the following week. ITEC has received verbal permission from the 
Department of Education in Bisho to hold workshops during school hours.  
 
Winter school consists of one optional module over two days (centre-based), constituting an additional 
10 hours. 
 
During the pilot (research and development) phase from 1991 through 1993, there were no monitoring 
visits conducted during the first two years, and only one monitoring visit was held in 1993. In 1994, 
the programme changed to its present modular approach. Field-based monitoring visits are held three 
times per year for each teacher. This constitutes 4.5 hours of classroom support per teacher per annum. 
There were only two monitoring visits in 1994 due to unrest prior to the April 1994 elections. There 
were two monitoring visits conducted in 1995 prior to this evaluation (August 1995). 
 
The programme requires between three and four years to complete. The speed at which the teachers 
complete the programme depends on their ability to master requisite competencies specifie d in the 
modules and to complete the self -evaluation portion of the programme. A self-evaluation instrument 
forms part of every module. 
 
Most of the teachers have completed one year of the training programme in its present form. There are 
a number of teache rs who have been part of the ITEC LP pilot since 1991, but have not participated in 
the revised modules. Table 1 summarises the number of teachers who have completed each module, 
and the number of hours of support received. 



 

3.1.3. Goals of the Programme 
The goals of the LP Programme are to improve the quality of education and learning in junior primary schools 
through: 
•  Providing teacher training and support by a team of trained facilitators who spend 30 percent of their time 

facilitating workshops and 70 percent providing field support; and 
•  Designing, testing and producing support materials and classroom resources. 
 
3.2. EVALUATION METHODOLOGY 
This evaluation followed a three-stage process to measure attitudinal change, behavioural change and impact on 
children's learning. Table 2 provides a summary of the evaluation methodology used by the evaluation team to 
measure changes and impact. The evaluation is partially based on the assumption that if teachers' attitudes change 
and if the teachers are provided resources, then their behaviour will change, resulting in better, more effective pupil 
learning. 
 
3.2.1. Data Collection 
The Khulisa evaluation fieldwork benefited from the extensive training and assistance provided to ITEC by the 
USAID-sponsored IEQ project. IEQ's brief is to build capacity of USAID basic education grantees to monitor and 
strengthen the impact of their programmes. The IEQ worked with ITEC to develop the impact assessment 
instruments to identify LP's impact: 
a. On teachers: 

•  Attitude changes; 
•  Methodologies becoming learner-centred; and  
•  Use of resources and support materials, 

b. On pupils: 
•  Utilisation of materials and resources;  
•  Interaction with each other to enhance learning; and 
•  Meaningful interaction with the teachers.  

c. On classroom: 
•  Materials appropriately displayed; 
•  Being conducive to child-centred learning, and  
•  Seating arrangement focused on child-centred learning. 

Instruments used to measure the foregoing included:  
•  Teacher interview protocols administered to 11 ITEC teachers; 
•  Classroom observation protocols examining 40 ITEC classrooms and 10 control classrooms; and  
•  Teacher background questionnaires administered to 40 ITEC teachers and 10 control teachers. 

To establish pupil learning gains, ITEC developed assessment activities to measure mathematics and language 
competencies following the syllabi of sub-A, sub-B and Std 1. All children were Xhosa first language speakers. 
Because some of the classrooms where pupil assessments were administered were located in farm schools having 
multi-level classrooms and as one ITEC teacher had shifted from teaching sub-A to Std 2, some Std 2 pupils were 
given the Std 1 assessment activity. Presumably, this would have biased the Std 1 assessment results upwards. For 
this reason, and the fact that there were no Std 2 classrooms in the control group, the Std 2 pupil results were 
excluded from the statistical analysis of the Std 1 assessment activities. To ensure fairness between control and ITEC 
classrooms, the ITEC facilitator (rather than the class teacher) provided instructions to the children and monitored 
the pupil assessment activity while the 
 

 

3 The figures in the table reflect the highest (not cumulative) 
level of achievement 

 



teacher was asked to complete the teacher questionnaire in the staff room. This procedure eliminated a 
potential bias that could have affected the pupils' results. 
 
Finally, as an additional control, the evaluation fieldworker accompanied each facilitator to collect data in 
seven ITEC classrooms and three control classrooms. This methodology provided independent verification 
of the data collection process as well as important observations. 
 
3.2.2. Selection of Classrooms 
The evaluation team visited 40 experimental group classrooms' and 10 control group classrooms. The 
classrooms were randomly selected in consultation with ITEC to ensure a fair demographic representation 
of ITEC's coverage in the Eastern Cape. Classes were selected to represent a range of environments with 
experimental categories established to represent the number of years of ITEC training as indicated below: 
The control classrooms have had no input from ITEC. In one case, a control classroom at Mzamowethu was 
eliminated from the study as the school was a recipient of other programmes from ITEC including the 
Mobile Resource Unit, READ and OLSET (in 1994). Chat classroom was replaced by one at Sinomonde 
School. 
 
The classrooms were first divided into three categories (rural, farm and urban), as shown in Table 4, and 
then sub-divided by standard levels.  
 
While official policy states that Sub-A pupils are to be admitted to school at the age of six years, the 
average age for Sub-A pupils is 7.32 years and 8.64 years for the experimental and control groups 
respectively. The fact that older children are in Sub-A could indicate that parents are enrolling their children 
at a later age due to economic reasons or due to the fact that the distances to walk to school are too much for 
younger children. This could also indicate that there is a high drop-out and repetition rate at this grade level. 
 
4 Forty experimental schools were visited by the evaluation team; one set of experimental school data from "school 13" is missing and, 
thus, data from 39 experimental schools was analysed. 
5 The data from "school 13" from EXP1 is missing; thus, data from only 12 EXPI schools was analysed. 
 

 

 

 



3.3.2. Changes in Classroom Practice  
 
3.3.2.1. Teachers 
 
3.3.2.1.1. Attitudinal Changes 
The teacher questionnaire asked teachers to agree or disagree on a scale ranging from one (strongly disagree) to five 
(strongly agree) if they had realised improvement in their teaching abilities during the last one to three years in the 
following areas: 
•  Teaching skills and ideas; 
•  Confidence in teaching ability;  
•  Motivation to teach; and 
•  Knowledge of subject. 
 
A fifth statement queried teachers if they had not experienced any changes in their teaching abilities. A composite 
score was then calculated for each teacher by averaging their responses to the five statements. Experimental group 
teachers consistently reported that they strongly agreed that ITEC training had helped them improve in the foregoing 
areas. Although control group teachers also reported improvements in those areas, ITEC-trained teachers were 
associated with a significantly higher composite score of 4.14 compared with 3.43 for the control group teachers 
(p<0.005) e. In other words, ITEC-trained teachers reported a higher level of improvement in these areas than the 
control group teachers. 
 
Some of the teachers interviewed indicated that the ITEC training made them realise that there was a need to change 
their teaching habits and to learn and utilise new teaching methodologies. Other teachers mentioned that the ITEC 
training assisted them with their Sub-A teaching, as they had never before received any specialised Junior Primary 
training. One teacher said that the training had "made me care more about the child's interests". Another said that "by 
having students involve themselves in independent studies, I have time to assist slow learners". 
 
The majority of the experimental group teachers interviewed agreed that the ITEC training helped improve  
their self-confidence and communication skills. They also indicated that they were now able to give advice to and 
help other teachers, suggesting a spin-off benefit for other teachers who are not involved in the programme.  
 
3.3.2.1.2. Teaching Methodologies/Behavioural Changes 
The teacher questionnaire asked teachers to rate how often they used the follow ing methods on a scale from one 
(rarely) to three (most of the time):  
•  Hands-on activities; 
•  Pupil-centred teaching;  
•  Group work activities; 
•  Independent work by pupils; and  
•  Active participation by teachers.  
 
Experimental group teachers reported that since receiving INSET programme training, they used these methods most 
of the time (composite score = 2.77). Control group teachers also indicated they used these methods most of the time 
(composite score = 2.62). This difference, however, was not statistically significant. In other words, ITEC-trained 
teachers did not use these methods significantly more than the control group teachers. The classroom observation 
measured the teachers' use of a variety of teaching methods on a scale ranging from one (teacher uses one method 
that does not involve learners) to four (teacher uses more than two teaching methods which all involve learners) - see 
the graph below and Table 7. The experimental group used a significantly greater variety of teaching methods than 
the control group (p=0.007), and were also able to utilise better questioning skills than control group teachers 
(p=0.003). 
 
Facilitator observations showed experimental group teachers generally asked mostly close-ended questions and one 
or two open-ended questions, while control group teachers only asked simple -recall questions or close-ended 
questions. Both experimental group teachers and control group teachers were, on average, able to give feedback to 
pupils about incorrect responses only, in a manner that encourages further effort. 
Experimental group teachers used a significantly greater amount of learner grouping than control group teachers 
(p=0.0003). Generally, experimental group teachers used flexible groups without assigned roles, while control group 
teachers used the whole class only (no groups).  
 
There was no gender discrimination between experimental and control group teachers as far as 
 
6 The "p" value is a measure of statistical significance. "p" values less than 0.05 are considered to be statistically significant at the 95 percent 
confidence level. 



giving equal opportunities to boys and girls to participate in lessons (both groups scored a composite score 
of four in the classroom observation continua).  
 
Table 8 shows that some differences were found between experimental group teachers in their teaching 
methodologies. EXP1 teachers used a significantly greater variety of teaching methods than EXP2 teachers 
(p=0.009) and EXP3 teachers (p=0.02) respectively. EXPI teachers were significantly better at questioning 
skills than EXP3 teachers (p=0.05), but there was no significant difference between EXPI and EXP2 
teachers. This observation suggests that teachers having the most LP training (i.e. EXP1 has been in the 
project since the pilot) use a greater variety of teaching methods and better questioning skills. EXPI 
teachers were better than EXP3 teachers at providing feedback to students (p=0.009). 
 
There was no significant difference between EXPI and EXP2 teachers or between EXPI and EXP3 teachers 
in their use of learner grouping; however, EXP2 teachers were better at grouping learners than EXP3 
teachers (p=0.05).  

 
Along each row, the underlined figure is significantly greater than the shaded figure(s) (p<0.05). 
 
The majority of experimental group teachers interviewed reported that the ITEC training helped them 
improve in group teaching and pupil-centred learning. 
 
3.3.2.1.3. Utilisation of Materials and Resources  
Table 9 shows that ITEC-trained teachers utilised resources in the classrooms far more than the control 
group teachers. 
 

 

 
 

 



The classroom observation measured the extent to which teachers utilised materials to enhance learning 
(see Table 10). The use of materials was measured on a scale ranging from one (no materials) to four (more 
than two kinds of materials). Experimental group teachers utilised a significantly greater number of 
materials to enhance learning than control group teachers (p=0.0003). On average, experimental group 
teachers used at least two kinds of materials in a lesson to enhance learning, while control group teachers 
used only one kind of material. In the teacher questionnaires, experimental group teachers generally agreed 
that there were sufficient materials available, while control group teachers mentioned that such materials 
were generally insufficient in their classrooms.  
 
Once again, length of time in the LP programme is associated with better observation scores (see Table 11). 
EXPI teachers used a significantly greater number of materials to enhance learning than EXP2 teachers 
(p=0.05). On average, EXP1 teachers used more materials than EXP3 teachers, but the difference was not 
statistically significant (p=0.052). There was no significant difference between the number of materials 
used by EXP2 and EXP3 teachers. 
 
ITEC-trained teachers reported that ITEC materials were more relevant to their teaching than the previous 
materials they used in the classroom. They also reported that ITEC materials were suitable to both urban 
and rural pupils as well as for multiple subjects. One teacher mentioned that the ITEC materials assisted 
her pupils in self-discovery. Teachers said that ITEC had taught them how to improve their use of teaching 
aids. In particular, they indicated that they were able to make teaching aids: 
•  More relevant to the subject being taught; 
• More accessible to pupils (e.g. placing them at pupil eye-level and allowing pupils to touch the 

teaching aids); and 
•  More attractive. 
 
This observation indicates that ITEC has succeeded in its goal of producing materials which support and 
complement the syllabus. 
 
3.3.2.2. Pupils 
3.3.2.2.1. Utilisation of Materials and Resources The classroom observation measured the extent to which 
pupils utilised materials. The use of materials by pupils was measured on a scale ranging from one (none of 
the pupils manipulate materials) to four (learners share and all manipulate materials in groups or pairs). 
Pupils in the experimental group made significantly greater use of materials than control group pupils 
(p<0.0001). On average, most experimental group pupils either shared or manipulated all materials, while 
control group pupils either did not manipulate materials at all, or some manipulated materials while others 
watched (see Table 12).  
 

7 Eighty percent of the experimental classrooms and 100 percent of the control classrooms did not have electricity. 

 

 

 



Pupils in EXPI made significantly greater use of materials than pupils in EXP3 (p=0.05), but there were no significant 
differences between other pairings of the three experimental groups (see Table 13).  
 
Some of the experimental group teachers interviewed mentioned that they had given pupils the freedom for "hands-on" 
working with the materials whereas before they were only on display and out of reach of the pupils. It was also 
mentioned in the previous section that teachers were able to make support materials more accessible to pupils. 
 
3.3.2.2.2 Pupil to Pupil Interaction 
The classroom observation instrument measured the following aspects of pupil to pupil interaction:  
•  The extent of learner grouping in the classroom on a scale ranging from one (no grouping) to four (flexible 

groups and assigned roles); 
•  How pupils worked in groups on a scale ranging from one (learners sit in groups but work as individuals) to four 

(groups of learners discuss problems, questions and activities); and  
• Critical and creative thinking activities on a scale ranging from one (teacher lectures, learners listen to teacher) 

to four (learners involved in discussions and problem solving and/ or creative activities). 
 
Composite scores for each aspect were calculated by averaging the scores within the experimental and control groups 
(see Table 14). 
 
Only two control group classrooms used learner grouping, so no statistical analysis was performed to compare the 
difference in composite score for this item. 
 
Thirty-two of the 39 experimental group pupils (82 percent) and only two of the 10 control classrooms (20 percent) 
worked in groups. Experimental group pupils generally worked in groups where limited interaction occurred (not all 
the members in the group interacted). Experimental group pupils scored a higher composite value on the critical and 
creative thinking activities continuum than those in the control group (p=0.01). Generally, experimental group classes 
were equally divided between being involved in teacher-directed activities and in sharing of ideas amongst themselves. 
Control group pupils were generally involved in teacher-directed activities.  
 
These results indicate that Module 1 on Learner Centred Education is at least partially successful. Interviews with key 
government informants showed that learner-centred education is a goal of the provincial department of education. 
Thus, the ITEC programme appears to be directly supporting this goal. 
ITEC teachers' classes showed significantly greater abilities to solve problems and draw conclusions, whereas control 
pupils were utilising more rote-memorisation methods. 
 
Recommendation: ITEC is moving towards its goal of learner-centred education, but still needs improvement in this 
area. 
 
Table 15 shows that there were no significant differences between the three experimental groups on how pupils worked 
in groups. However, since EXP1 pupils scored a significantly higher composite value on the critical and creative 
thinking continuum than those in the other two experimental groups, teachers' length of time in LP has a positive effect 
on pupils' critical and creative thinking abilities. Generally, EXP1 pupils were involved in the sharing of ideas, while 
pupils in EXP2 and EXP3 were involved in more teacher-directed activities. 
 

 

 

 



Recommendation: ITEC's estimation that teachers should have three years of INSET seems to be justified. 
Although it is evident that even one year of LP participation has created change, EXP2 teachers should be 
encouraged to stay in the programme. 
 
3.3.2.2.3. Pupil to Teacher Interaction 
The classroom observation measured two aspects of pupil to teacher interaction: 
•  How learners asked questions on a scale ranging from one (learners ask no questions) to four (learners 

ask questions which show creative thinking even without the teacher's encouragement); and 
•  Teacher feedback to learners on a scale ranging from one (gives no feedback/gives feedback in a 

manner that discourages further effort) to four (gives feedback about correct and incorrect responses 
in a manner that encourages further effort). 

 
Table 16 shows that experimental group pupils were significantly better at asking teachers questions than 
control group pupils (p=0.03). However, on average, pupils in the experiment group asked simple questions 
only, while control group pupils asked no questions at all. There was no significant difference between the 
experimental and control groups on how teachers provided feedback to learners. On average, teachers in  
both groups provided feedback about incorrect responses only, but in a manner that encourages further 
effort.  
 
Recommendation: ITEC workshops should place more emphasis on encouraging pupils to ask questions, 
and also endeavour to strengthen questioning skills amongst pupils. 
 
Table 17 shows that there were no significant differences between the three experimental groups on how 
pupils asked teachers questions (on average pupils in each experimental group asked teachers simple 
questions). However, length of time in the LP programme is associated with differences in the teacher's 
ability to provide feedback to learners. Teachers in EXP1 were better at providing feedback to learners than 
those in EXP2 (p=0.05) and EXP3 (p=0.009). On average, EXPI teachers provided pupils with feedback 
about correct and incorrect responses, while EXP2 and EXP3 teachers provided feedback only about 
incorrect responses.  
 
One experimental group teacher interviewed by the evaluation team mentioned that pupils at her farm 
school have gained confidence in their communication skills to the extent that some of the pupils were 
confident enough to talk to the farm owner's wife! 
 
3.3.2.3. Classroom 
Overall, the majority of experimental gr oup and control group classrooms had adequate seating and writing 
surfaces for all pupils, a chair and table for the teacher, adequate lighting, adequate space for movement 
between desks, comfortable ventilation and temperature, a cheerful environment, cemented or tiled floors, 
and no disruptive outside noise. Recommendation: Given the relatively good state of classrooms in the 
experimental and control groups, ITEC should consider implementing the LP in schools with poorer 
infrastructures to see if LP will work in such schools. 
 
3.3.2.3.1. Display of Materials 
As mentioned earlier in this section, experimental group teachers used a significantly greater number of 
teaching aids and materials than control group teachers. Experimental group teachers noted in teacher 
interviews that the ITEC training had assisted them to make more relevant materials and to make those 
materials more accessible to pupils. 
 
 

 
 



3.3.2.3.2. Classroom Arrangement 
Both experimental and control group teachers generally agreed that their class sizes were not too large 
(see Table 18). Although the teacher questionnaires on average indicated that both experimental and 
control group teachers utilised group work activities, the classroom observation continua clearly 
indicated that experimental group pupils worked in groups while control group pupils did not. There 
were no clear cut indicators from the data collected which compared whether actual classroom 
arrangement was in rows or clusters. Classroom sizes, on average, are less than the 40 students per 
classroom proposed by the Education White Paper.  
 
3.3.3. Pupil Performance 
Table 19 presents a comparative summary of mean mathematics and language assessment scores 
between the experimental groups and the control group 
 
As shown in Table 19, experimental students outperformed control students on maths tests, except for 
Sub-B. This demonstrates that participation in the ITEC programme is significantly and positively 
associated with better maths performance. This pattern is consistent at the individual grade levels, 
except for Sub-B. The lack of a significant difference between experimental and control scores in Sub-B 
is explained by the absence of the EXP1 group in this class which may have "pulled" up the average for 
experimental maths scores in this class. 
 
Language scores show a different pattern, however. There is little difference between the experimental 
and control groups, and where a difference occurs (as in Sub-B and Std 1) there is no consistent pattern. 
This can be partially explained by the fact that a revised ITEC language module was only introduced to 
participants in the last eight months, with training completed only in August 1995, a few days prior to 
this evaluation. This suggests that there has not been enough time to implement the revised language 
module. Recommendation: ITEC has been providing materials for language training since its inception, 
and the analysis showed little difference between experimental and control groups; therefore, this is an 
area which ITEC must improve and monitor closely. 
 
The pupil assessment activity results suggest that any changes in student performance as a result of 
involvement with ITEC is highly dependent on length of time the programme has been implemented in 
the classroom. This finding is further confirmed by looking more closely at the differences between the 
three experimental groups. 
 
Table 20 presents an analysis of the differences between the individual experimental groups for maths 
and language scores. There are a few discerning trends. First of all, for all math:; results, there is a 
significant improvement in mean scores with longer involvement in the ITEC programme (p<.001). 
Specifically, EXP1 students outperformed all other groups (including control) while EXP3 students 
show very little difference in their scores from controls or EXP2.   

 

9 This farm school classroom had a total of four pupils of whom two were Std 2 pupils whose data was not analysed in this 
evaluation. 
 

 

 



 

Secondly, between experimental groups, the language scores show little difference in student performance 
despite length of involvement in the programme. As explained above, this may be due to the fact that a revised 
ITEC language module was only recently introduced to the programme and has not been implemented for 
sufficient time to produce improvements in performance. If this is the case, ITEC's success may therefore be 
highly dependent on the time teachers have been enrolled in the programme, with longer classroom and teacher 
participation associated with better student performance. 
 
3.4. INTERVIEWS AND DISCUSSION  
3.4.1. Accreditation 
 
During discussions with key informants, ITEC staff and teachers, the issue of accreditation consistently was 
raised, with many believing that the Education Department recognised accreditation as a critical incentive for 
teachers. Moreover, teachers' responses indicated a desire for accreditation. Department officials felt that 
accreditation would strengthen ITEC's programme. Rubasana Teacher Training College indicated that it was 
interested in working cooperatively with ITEC in training junior primary PRESET students. Likewise, a key 
informant involved in the Fort Hare/ South Australia University programme indicated that that institution is 
developing a distance education PRESET/ INSET programme to upgrade teachers' qualifications in the Eastern 
Cape. She stated that NGOs such as ITEC will be asked to submit their programmes for accreditation and 
distance delivery in 1996, for programmes to begin in 1997. While several respondents did not respond to 
questions about highest academic and professional qualification, Table 21 and Table 22 illustrate the responses 
of teachers who provided information relating to the academic and professional qualifications of control and 
ITEC teachers.  
 
These tables indicate only 73 percent of ITEC teachers have successfully completed secondary school, and 68 
percent of their highest training is a Primary Teaching Certificate. Given the disparity of academic and 
professional qualifications, ITEC will need to carefully analyse the level of accreditation required by teachers at 
the diploma level. Recognition of prior learning as encapsulated in the National Qualifications Framework 
should also be taken into consideration when identifying the level of accreditation. 
 
3.4.2. Partnerships 
Nearly all government personnel interviewed for this evaluation indicated that the government is interested in 
forging partnerships with NGOs such as ITEC. They felt that NGOs and government 
 

 



could work together to successfully fund-raise for programmes which would build government capacity to 
deliver quality education. The director of Early Childhood Development which is responsible for the 
educational requirements of children from birth to nine years old, stated that she had already put into place a 
partnership with ITEC. ITEC strategic planning documents indicate that ITEC would like to assist the 
government through training trainers, and by addressing the needs of teachers through research and 
development. 
 
3.4.3. Management Information Systems  
The evaluation team leader met with the ITEC information technology consultant retained to develop a 
management information system (MIS) for the LP programme. It is clear that ITEC has gathered fairly 
complete information on participants and some information on the school context. At the time of this evaluation, 
the consultant was beginning to develop programmes in response to needs of ITEC to monitor fee payment, 
completion of modules, and other information. During the discussion involving the consultant, ITEC LP 
personnel and the evaluation team leader, it was recommended that ITEC utilise and adapt the observation 
continua, pupil assessment exercises, and other instruments during field visits to monitor increasing teacher 
competencies. A concern was raised by ITEC about the added expense of the system. However, as effective 
impact monitoring is a responsibility of all NGOS, Khulisa recommends that it be considered art overhead 
expense. Other indicators of success should also be monitored, with a particular focus on systemic issues such 
as: 
•  Reducing the level of repetition and drop-out in the first few years of schooling which, on a national level, 

is estimated at 30 percent; 
•  Increasing teacher-pupil contact time which, due to teacher absenteeism and releasing children after 

examinations (rather than the continuation of teaching), was estimated by one informant at 60 percent of 
the required time; and 

•  Monitoring the promotion statistics of ITEC participants to determine the promotion rate of ITEC teachers. 
 
3.5 RECOMMENDATIONS 
The evaluation team has the following recommendations for ITEC's Lower Primary programme. 
•  While ITEC teachers showed that they were better at learner-centred teaching than control teachers, 

problems with learners in groups and learners asking questions indicate that ITEC should work with 
teachers to improve the performance of learner-centred teaching. 

•  Monitoring should focus on competencies derived from the eight modules so that the language problem is 
not repeated in the assessment results. There may be a need to redesign the language section and work 
more with the teachers. It is important that ITEC share the test data with the teachers. 

•  ITEC's estimation that teachers should have three years of INSET seems to be justified. Although it is 
evident that even one year of LP attendance has created change, EXP2 teachers should be encouraged to 
stay in the programme. 

•  ITEC workshops should emphasise allowing pupils to ask questions and strengthening these skills amongst 
pupils. 

•  ITEC should implement the LP in schools with poorer infrastructures to test if the programme is successful 
in such schools. 

•  ITEC has been providing materials for language training since its inception, and the analysis showed little 
difference between experimental and control groups; therefore, this is an area which ITEC must improve 
and monitor closely. • Accreditation is critical from both government and teacher perspectives. ITEC 
should pursue integration in PRESET with Rubasana, and with INSET through the Fort Hare / South 
Australian Distance Education Initiative, Rhodes, or an outside agency. ITEC could provide the practical 
competencies while the tertiary institution would be responsible for the theoretical competencies. ITEC 
should carefully consider the level of accreditation based on additional research and the academic/ 
professional qualifications of its participants. 

•  ITEC should continue to strengthen partnerships, especially in the language modules, to convince 
government to implement the ITEC approach. ITEC should follow its strategic plan to shift its focus to 
research and development and training of trainers, rather than implementing the LP with ever greater 
numbers in the whole province. 

•  ITEC is beginning to collect data for a management information system. ITEC facilitators should use 
the classroom observation instruments and pupil assessment exercises to continuously monitor the 
progress of teachers and pupils. ITEC should also monitor the effect of its programmes on pupil drop-
out rates and repetition rates and other similar pervasive problems in the province. 

 



SUMMARY AND CONCLUSION: "PUTTING 'THE STUFF IN PLACE" 
 

Professor Tony Morphet, University of Cape Town 
 

My task as I understand it, is to a put together an account of today's conference proceedings and for my 
title I have borrowed a phrase from Noleen's commentary on the ITEC case study. She spoke of the 
process of constructing the evaluation of ITEC as 'putting the stuff in place', and broadly  speaking, I 
think that is what we have been working at all day. The 'stuff' is the activity of evaluation. 
 
It struck me while she and Jennifer were talking, and as I was preparing this, that we have been on a 
trip. It's been a journey which has been quite difficult for most of us. The general direction has not been 
a problem since we got the compass bearing on evaluation from Nick Taylor at the start - but it hasn't 
been that easy to follow the detailed twists and turns in the track. To be candid it quite often seemed as 
if the roads were flooded, the signposts down and the bridges under water - the effect, I guess, of the 
high-level academic abstractions washing over our old familiar ground. If I can borrow another lovely 
phrase from Noleen - the 'High George' has given us a bit of difficulty in finding our way. However, it 
has been an important and absolutely necessary trip. We have had to leave behind a home base on 
which we used to feel comfortable and to set out to try to find some new, firmer, ground. The reason is 
simple. The trust, confidence and legitimacy that we have based our work on for the last decade at 
least, has collapsed. Nick Taylor gave us the terms of the collapse right at the start - evaluations of 
NGOs' work have not been able to measure the effects of INSET in such a way that pupils can be 
shown to have benefited. The JET review of the INSET evaluations has shown that the evaluation; are 
not able to provide evidence that money being spent produces a discernible effect on the pupils. It is no 
longer possible to give an adequate public account of either the money being spent or the work being 
done. Jonathan Jansen, speaking from his own extensive experience as an evaluator, reaffirmed again 
and again this point made about the methodologies and findings of evaluations. 
 
The question which the case study took up was whether evaluation practice might be able to help in 
establishing some new grounds for confidence - and if so what would it have to do? The three speakers 
were agreed on one thing - properly conducted evaluations would certainly be a means of working 
towards a new level of trust and confidence, but they weren't in agreement about what a proper 
evaluation actually is. Johann Louw raised the banner of science. He split programme research from 
programme evaluation in order to focus as clearly as possible on the benefits of methodologically 
rigorous scientific studies of programme interventions. He suggested quasi-experimental research 
designs to provide not only comparability across programmes in terms of objective results, but also to 
make progress towards the definition of causal relationships between inputs and impacts. The model 
was as pure as possible and undoubtedly powerful but it seemed a little more difficult to get it to work 
in the messiness of NGO field activity. Johann even had a problem fitting the description into his time 
slot. Sometimes it wasn't clear whether he was trying to bring INSET work into the laboratory or to 
take the lab' into the field. Science has enormous appeal but it isn't always easy to take it out on the dirt 
roads. Joe Muller acknowledged the value and capacity of science but he had another 
 



evaluation model as well - the expert judges panel. He split the truth of the scholar /scientist from the 
more worldly truths of fairness and justice, arguing that both were important but because they came 
from people with different kinds of training it would be really hard to find someone who could do both 
well. The pure and precise world of the truth-seeking scholar would always be fairly remote from the 
public world of power which the adjudicator normally inhabits. 
 
Jonathan Jansen, hiding his scholarly credentials just a little, spoke as a professional evaluator - a 
person whose first responsibility was to make judgements that would be sound enough to assist both 
programme people and their donors to make real-time judgements about programme action and its 
costs. He was critical enough of current check point evaluations ('drop-in visits which took the 
programme statements at face value) but he wasn't in favour of full-on quasi-experimental causal 
explanations either. He put the case for longer, deeper, 'clinical-type' studies. He seemed to be 
connecting himself to both the forms of truth which Joe had described. 
 
At the end of the first session, I thought the case for evaluation was still very much open. There had 
been three different kinds of bid for a procedure of sound judgement (sound enough, that is, to re-
establish the necessary trust, confidence and legitimacy in the business of NGO INSET.) Neither 
science (with a capital S) nor the logics of power (with or without the capital P) nor yet Jansen's even-
handed 'clinical' pragmatism had proved persuasive enough to settle the specif ic procedures to take us 
to the firmer ground. In fact during the discussions I thought there were several places where we only 
narrowly avoided serious skids back into the old deep ruts in which NGOs and their donors have 
become accustomed to slinging mud at each other. In other words the levels of audience trust and 
confidence were sometimes low indeed, but they weren't broken and there was (at the tea break) still 
enough firm road to move forward. 
 
Peter Weingart gave us, after tea, an experience which, to us in the educational community, is 
altogether too rare. His account of the falling levels of confidence and trust in the great Anglo-US 
scientific community - of the legitimacy crisis within science itself - gave us a comparative example 
which refracted our own local experience with a diamond-like clarity and brilliance. Within minutes of 
his opening, the parallel forms (if not the dimensions) of the issues of legitimacy became clear. 
Science itself, like NGO INSET work, had lost the established basis of its own public justification and 
had been obliged to set out to establish new valid forms in which to render its account of its practices 
to the public. His paper provided an even greater critical thrust through his description of just what 
measures the scientific community had taken to re-establish public trust in the scientific enterprise. At 
the heart of these was effective evaluation. 
 
Weingart grasped the sharpest nettle of all when he showed how it was impossible to evaluate science 
according to any criteria which were not from science itself - but how equally impossible it was to 
allow scientists simply to evaluate themselves according to their own criteria. The absolute 
requirement for any evaluation which would be able to sustain both public trust and the confidence of 
the scientific community, was that the judgements had to be made in terms of measurable (and 
quantifiable) indicators which would be acceptable both to the scientists on the inside, and to the 
public on the outside, of the scientific community. 
 
Thus the heart of the matter, we came to see, was the construction of valid indicators of performance. 
 
Weingart described how the construction of indicators depends on plausible theories of representation. 
Any theory of representation, in his vie w, generates hypotheses about the relationships between 
complex processes and outcomes on the one hand, and visible, measurable, events on the other. The 
indicator is the place where the complex, often invisible, process (say of learning/ teaching) re-
presents itself for observation. Weingart's scientific example gave him the means of showing just how 
these central issues of evaluation had been worked through in the scientific community. 
 



It was this account that turned the light back on to the position that the NGO community is presently in. - 
and illuminated the track ahead. The legitimacy road we are travelling is from one theory of representation 
to another. NGOs used to be legitimate because they had a plausible theory o£ representation - and it 
provide d an agreed set of indicators on which judgements could be made. This theory of representation, 
never very explicit but firmly in place throughout the 80s, was a politically generated theory which was 
acceptable to foreign governments, local donors, NGOs and clients alike. What made it plausible were 
shared interpretations of the political conditions of the struggle in education and elsewhere. Its terms were 
that good educational intervention work would be re-presented in the forms of pedagogical relationships. 
Black teachers were the target community and the ideal relationship form was group-based, participatory, 
supportive, critically reflective collaboration - in a word. 'democratic'. The goal was the building of a new 
educational and political culture through changing the self -awareness of teachers. 
 
The indicators for an NGO's performance that this theory generated are familiar to all of us. They were the 
visible signs that the NGO would be able to contribute to the 'new educational culture' - that it was working 
in the right place, with the right kinds of teachers; that it was under the direction (or more usually co-
ordination) of a black person, that its own practices were adequately non-._ hierarchical, non-racist, non-
sexist, democratic and participatory; that it was accountable to 'the community'; and that it had an adequate 
representation of credible Black leadership on its Trustee Board - and so on. 
 
This is what has collapsed - and for several reasons. Among the more important are that NGOs no longer 
have a publicly justifiable role in building a new educational/political community, but perhaps the most 
significant and interesting reason is in the fact that the 'progressive' teacher culture is now the norm - the 
battle has been won. No!., it seems, that it has helped the pupils in the ways we thought it would.  
 
So, with our traditional legitimacy gone, and our theory of representation unable to give us valid indicators, 
the question arises 'How does one construct a new and better theory?'. Peter was asked this question and in 
answer he gave two somewhat different responses. The first was that it is built through the research process 
- the reference was to Johann’s account of the continuous feedback loop running between measured 
programme performance and improved programme design. The second, rather different answer was 
through negotiation between the stakeholders - this I thought referred back to Joe's account of the way 
things are done in the public world of power. 
 
So at the end of Peter's marvellous contribution we returned, vastly more enlightened and focused, to a 
position quite close to the one we had been in at the end of the panel discussion. One means of building a 
theory of representation is public and political - the other is 'private' and academic. The question was still 
open - how do the different pieces get put together. Who does what on the ground? How do we 'get the 
stuff in place?' The decision to present the ITEC case after lunch was inspired - principally because it was 
able to take us to the field of practice and show what it means 'to put the stuff in place'. The presentation 
achieved many things. It gave the evidence to substantiate a claim that NGOs can in fact have an impact on 
pupils, it showed how an effective, credible evaluation goes about its work; it demonstrated the 
implementation of the kind of quasi-experimental design that Johann had described - and at the same time 
it showed the limits that actual field conditions impose on the search for the objective truths of the scientist 
- and what such work costs! But the important thing which it showed was the detailed process of 
negotiation between the stakeholders which produced the indicators on which the quantitative measures 
could be made. How broad that process was, was itself instructive - initiated by Penny, Jennifer and 
Noleen, it was extended to include the evaluation field worker trained by Jennifer, to the teachers 
themselves and eventually through Noleen's planned 'big indaba' to the teachers' union and the community 
at large. 
 



What was going on in the negotiation was the construction of a plausible theory of representation, 
and, just as in Peter's scientific case, the indicators had to be acceptable to Noleen and her 
colleagues working in the NGO in the field, and to those in JET who were accountable for the use 
of public money. Moreover the theory had to be able to represent the complex sets of relationships 
between the pupils in the classrooms, their teachers and the INSET team in ways which would 
make the transmission of capacity visible and measurable. So they finally got to the tests and 
scores and specified behaviours which Jennifer set out to measure under controlled conditions. 
 
The limits of what she was able to do became clear at several points in her presentation and she 
summed these problems up in repeating the anguished phrase 'no baseline data'. What she was 
saying in effect was "let's agree, at the start of a project, on what will count as valid indicators, 
then we will be able to take one measure at the beginning and another at the end and we will be 
able to demonstrate the effects of the intervention with confidence". No-one asked Jennifer, or 
anyone else for that matter, why there was 'no baseline data' but it would have been an important 
question to ponder because it would have led us back towards Peter's other description of the 
ways in which indicators are constructed - namely in the research process - and that in turn would 
have taken us back to very beginning to Johann s science. Negotiation can take us only so far in 
putting the stuff in place - what we need in addition is a body of tested public knowledge about 
programme design that will make reliable indicators available at the beginning of an intervention - 
and that knowledge can only come from the kind of research work which Johann described so 
carefully. 
 
Thus what the case study was able to show the rest of us was what the new theory of 
representation could look like - and what it might mean for NGO activity. It also showed us how 
to begin the work. 
 
The capacity to do this work is already present. What is required is an extension throughout the 
NGO field of the form of negotiation which the ITEC evaluation displayed and that needs to be 
backed by consistent academic research into programme design. Donors, NGOs, academics, 
teachers and field staff each need to contribute to the construction of an agreed theory of what will 
be used to represent success. It is only on such a secure and tested base that NGOs will be able to 
settle once again on stable and legitimate ground. 
 
JET has an obvious and important role to play in the work, but not to be overlooked is the crucial 
work that it has already done. The planners are to be congratulated on the superb design of the 
conference which in a single day took evaluation work and NGO practice along the difficult path 
into a whole new territory. 
 



 



 



 



 



 



 



 



 



 



 



 



 



 

 



 



 



 



 

 


